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1
INTRODUCTION

What is right and what is wrong relates to who 
you are and where you belong— unpacking the 

psychology of morality

Naomi Ellemers, Stefano Pagliaro, and Félice van Nunspeet

The topic of morality –  generally referring to the distinction between “right” versus “wrong” 
ways to behave (Haidt & Kesebir, 2010) –  is undoubtedly one of the hottest and most investigated 
in contemporary social psychology. A recent review highlights the exponential increase in the 
interest of researchers in the psychology of morality since 2005, the rate of which is dispropor-
tionately larger than the overall increase in publications in social psychology (Ellemers, Van der 
Toorn, Paunov, & Van Leeuwen, 2019). This handbook aims to capture and give credit to the 
considerable advances that have been made in current insights on the topic of morality in social 
psychology. We organize this body of knowledge through an interpretative key that distinguishes 
between relevant sub- themes in this area of inquiry and systematically compares insights targeting 
intrapersonal, interpersonal, intragroup, and intergroup levels of analysis.

Before elaborating on these aspects, as editors of this handbook we will share how we 
approached the theme of morality in our own research, how our personal stories led us on this 
path, and why we are passionate to pursue moral questions through our scientific work.

Naomi Ellemers: My ambition has always been to understand why individuals are treated dif-
ferently because of their group memberships, and why inequalities between social groups persist. 
This led me on the path of examining group processes and intergroup relations, which I began 
to study from a Social Identity perspective. I have been using this framework from my PhD pro-
ject onwards, to advance basic insights in the psychology of the group self as a way to benefit 
the analysis of real- life problems. Initially, my attention was focused on structural determinants 
(e.g., permeability of group boundaries, legitimacy, and stability of the social structure) that define 
status relations between groups in society, and guide the thoughts and behaviors of individuals 
(Ellemers, 1993). For many years I worked with the assumption that individuals and groups could 
derive social status from any characteristic that would allow them to distinguish themselves from 
others in that situation. A collaborative project with Colin W. Leach and Manuela Barreto system-
atically assessing and comparing different sources of group pride and identification opened my 
eyes to the fact that morality was not just another indicator of social standing, nor should it be seen 
as a ‘second rate’ source of group value. Our joint publication (Leach et al., 2007) opened up a 
whole new perspective on issues I had been examining for many years, revealing the power and 
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Naomi Ellemers, Stefano Pagliaro, and Félice van Nunspeet

pervasiveness of moral concerns and moral motives in group processes and intergroup relations. 
This view on the social meaning and group- level implications of moral reasoning and moral 
decisions was widely acknowledged in existing theories on morality. However, when I delved 
into the empirical literature I discovered the interests of researchers were very skewed favoring 
the intrapersonal level of analysis, mainly charting people’s ideas about right vs wrong with hypo-
thetical dilemmas in the moral reasoning (Ellemers et al., 2019). This reinforced my motivation 
to further examine the role of morality as a fundamental concern that serves different regulatory 
functions in group life, in organizations, and in intergroup relations in society (Ellemers, 2017; 
Ellemers & De Gilder, 2022; Ellemers & Van den Bos, 2012).

Around the time that I was starting to see the importance of morality for the collective self, 
Stefano Pagliaro visited the University of Leiden, NL, to work with me as a PhD student.

Stefano Pagliaro: I have always been passionate about studying low- status groups, in particular 
understanding the motivations that pushed the members of these groups to mobilize to improve 
the situation of their group as a whole (i.e., collective change), rather than their own situation 
(i.e., individual mobility). In Leiden, during a meeting with Naomi and Manuela Barreto, the idea 
was born to consider the evaluative dimension (in this case, morality vs. competence) among the 
factors that could influence the effect of group norms on the behavior of its members. This gave 
a strong impetus to my doctoral project and other projects in the following years. With different 
colleagues, I examined the differential effect of considerations related to morality or competence 
investigated in relation to intra- group and inter- group dynamics (Ellemers, Pagliaro, & Barreto, 
2013; Ellemers, Pagliaro, Barreto, & Leach, 2008; Pagliaro, Ellemers, & Barreto, 2011), in the 
evaluation of victims of gender- based violence (for a review, Pagliaro et al., 2020) and, more 
recently, in organizational contexts (Giannella, Pagliaro, & Barreto, 2022; Pagliaro et al., 2018; 
Teresi et al., 2019). In many of these projects, the scientific partnership started in Leiden has 
represented and still represents a point of common reflection and collaboration, as in the case of 
the present handbook. I realized through ongoing cooperations with different groups of colleagues 
and students who are not (yet) aware of this literature that the field could benefit from an overview 
of relevant strands of research, perspectives, and relevant scholars in this area. Indeed, I thought 
that although there is a large literature on many of the topics covered in this volume, it is not easy 
to find this type of overview, especially highlighting the relevance for the group, organizational 
and social problems I have been working on –  that is, intragroup and intergroup processes, organ-
izational climate, virtuous leadership. This is why I joined Naomi and Félice in this endeavor to put 
together such an overview that systematically addresses a broad catalogue of topics, approaches 
and authors.

After Naomi and Stefano had started their collaboration, Félice van Nunspeet became a research 
assistant at the Social and Organizational Psychology Unit at Leiden University.

Félice van Nunspeet: My interest in morality arose when thinking about a research question 
for a Master’s course in Developmental Cognitive Neuroscience: I was intrigued by what happens 
in peoples’ brains when (or hence why) they do bad things. Bad things in a legal sense that was, 
a perspective sparked by the occupations some of my family members held within the police 
department –  among which my parents. Relatedly, as a thesis student, I proposed to examine the 
neural underpinnings of moral reasoning in juvenile delinquents. This led me to work with my 
supervisors Eveline Crone and Wouter van den Bos on a study of the neural correlates of social 
decision- making in severely antisocial adolescents (Van den Bos et al., 2014). After graduating, 
my work as as a research assistant with Naomi Ellemers gave me the opportunity to continue to use 
social neuroscience –  to explore people’s moral motivations beyond their self- reported intentions 
and perceptions. This work soon turned into my PhD, which was focused on people’s (implicit and 
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explicit) motivation to act in line with their own, as well as their group members’, moral values 
(Van Nunspeet, 2014). The triangulation of combining neuroscientific methods with self- report 
and behavioral measures yielded both insightful as well as complex findings, which I continued 
to pursue and unravel in the years thereafter. The scientific partnership with Naomi is still active 
at Utrecht University, where we investigate the psychological processes associated with integrity 
(e.g., how people respond to and process moral criticism; Rösler, Van Nunspeet, & Ellemers, 
2023), responsibility, and (im)moral behavior (see also Ellemers & van Nunspeet, 2020). My 
current research not only addresses these basic mechanisms but also examines how these reveal 
and explain the behavioral responses in applied settings. I have done this, for instance, with 
regard to organizational rule and norm compliance, and the implementation of public policies on 
social responsibility (van Nunspeet & Ellemers, 2021). Translating our psychophysiological and 
neuroscientific lab experiments into field studies is one of the exciting challenges I happily wrap 
my head around. Going beyond what people say and do when it comes to their moral attitudes and 
actions fascinates me, and I’m very pleased the neuroscientific perspective is covered in some of 
the chapters in this handbook.

Our personal stories summarized above bear witness to the common interest of the editors of 
this handbook in the theme of morality but also highlight the range of themes and methodological 
approaches to the study of this topic. This also reflects current research on morality, with different 
scholars and research groups addressing different facets of morality and its pervasive effects 
on reasoning, social judgment, emotions, and behavior, analyzing these issues from different 
perspectives and at different levels. The aim of this handbook therefore is to give shape and struc-
ture to this vast body of research.

One giant umbrella: different topics, different levels

The present handbook is structured around five main themes, each of which addresses four level 
of analysis. This mirrors the organization used to structure a comprehensive literature review 
using expert content analysis to classify empirical publications into five different themes: Moral 
Reasoning, Moral Judgment, Moral Emotions, Moral Behavior, and Moral Self- Views (Ellemers 
et al., 2019). We will now explain how we define and consider these topics that shape the five 
sections of this book.

Moral reasoning relates to the application of abstract moral principles as well as specific life 
experiences or religious and political identities, that people use to locate themselves in the world. 
Moral reasoning research addresses moral standards people can adhere to, for instance, in the 
decision guidelines they adopt or in the way they respond to moral dilemmas or evaluate spe-
cific behavioral choices. Moral judgments refer to the perceived dispositions and behaviours of 
other individuals, groups, or companies in terms of their morality. Research on moral judgements 
considers the characteristics and actions of other individuals and groups. People can use these as 
examples of behaviour to follow or avoid, or as a source of information to extract social norms 
and guidelines for their own behaviour. Moral emotions concern the emotional responses that are 
seen to characterize moral situations. They are commonly used to diagnose the moral implications 
in terms of emotional rewards and punishments of different events. Moral emotions research typ-
ically addresses feelings of guilt and shame (vs. pride) that people experience about their own 
behaviour, or outrage and disgust (vs. admiration) in response to the moral transgressions of others. 
Moral behaviour includes the behavioural displays that convey the moral tendencies of individ-
uals or groups. These include implicit indicators of moral preferences, such as efforts to achieve 
more fairness or willingness to make cooperative choices, as well as more deliberate displays of 
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helping, cheating, or standing up for one’s principles. Moral self- views concern the self- reflective 
aspirational and self- justifying tendencies associated with moral choices and moral lapses. Moral 
self- views research addresses the mechanisms people use to maintain self- consistency and think of 
themselves as moral persons, even when they realize that their behaviour is not in line with their 
moral principles.

Within each of these five thematic sections, the book structure further defines four levels of ana-
lysis. Different chapters highlight studies that examine intrapersonal, interpersonal, intragroup, or 
intergroup mechanisms. Research on intrapersonal mechanisms addresses how a single individual 
considers, evaluates, or makes decisions about rules, objects, situations, and courses of action. 
Research on interpersonal mechanisms examines how individuals perceive, evaluate, and interact 
with other individuals. Research on intragroup mechanisms investigates how people perceive, 
evaluate, and respond to norms or behaviours displayed by other members of the same group, 
work or sports team, religious community, or organization. Research on intergroup mechanisms 
focuses on how people perceive, evaluate, and interact with members of different cultural, ethnic, 
or national groups.

To complete the structure of the book, each section opens with a vision chapter. written by 
scholars whose pathbreaking work has come to define and guide later work on one of the five 
themes we identified. In these vision chapters they share their personal intellectual journey and 
perspective on current and future developments on the theme they have been working on for much 
of their careers. We are privileged to be able to include two exceptional chapters as ‘bookends.’ 
In his opening chapter Jonathan Haidt reflects upon his perspective on the field of morality and 
how this developed in social psychology. He highlights the timeliness and relevance of the breadth 
of topics and perspectives covered in this handbook, proposing that the 21st century deserves to 
become the century of moral psychology. In closing, we include an interview with Susan Fiske 
in which she reflects on how her own thinking about the issues presented in the book developed 
over time. In this final chapter, Fiske shares her own intellectual journey and how it resulted in her 
current perspective on the topics described in the previous chapters.

With this structure and composition this handbook aims to provide a comprehensive over-
view of the variety of topics and issues represented in psychological research on morality, 
highlighting different levels of analysis, offering a broad variety of methodologies, and sharing 
how personal experiences and real life problem have inspired research questions and scholarly 
insights. In this way we hope to offer a collection of chapters that not only provides a review of 
the relevant literature but also to encourage people to be inspired by their personal stories to do 
science.

There are many people we wish to thank at the conclusion of this journey. First of all, all 
the colleagues who generously contributed to the writing of the various chapters, especially in a 
period characterized by the Corona pandemic in which taking on new commitments was certainly 
not easy. Nonetheless, all of them showed enthusiasm for the project from the very beginning, and 
did their utmost to bring it to fruition. Eleanor Taylor at Routledge encouraged us to believe this 
enterprise was possible from the start and assisted us in every possible way. Karin Dirks- Hansen 
helped us keep track of all the different authors, manuscripts, and materials that had to be put 
together. We thank Douwe Hoendervanger for harmonizing the designs of all the visuals in this 
volume.

A final consideration concerns the editorial process that led to the creation of this handbook. 
The three editors of this text have shared every aspect of this process, from the generation of the 
initial idea to the structure of the book, from the choice of contributors to the editorial work on 
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the chapters. This was a highly fruitful cooperation, which allowed them to constructively manage 
the critical issues that emerged. For this reason, the editors wish to declare that they share the first 
authorship for all aspects concerning the publication of this introductory text as well as the volume 
as a whole: their names are therefore presented in alphabetical order.
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PART I

A vision on morality
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2
FORWARD

The century of moral psychology

Jonathan Haidt

Introduction

In 2004, two of the geneticists who first decoded the human genome declared that the 21st cen-
tury would be the “century of biology” (Venter & Cohen, 2004). Since then, various scientists 
and professional groups have vied for funding and attention by declaring that the next decade or 
century will be all about robots, artificial intelligence, blockchain, the metaverse, or some other 
technology.

I have a better idea. Let’s look at the next decade and the 21st century as a whole from the 
demand side— what do we need— rather than the supply side— what is technology offering us? 
I suggest that the area where humanity most desperately needs scientific progress is moral psych-
ology, for two reasons.

First, in the 21st century, humanity’s greatest problems are no longer purely technical 
challenges, such as curing cholera or increasing agricultural productivity. They are largely social 
and moral problems– – even if they seem to be technical or scientific challenges– – and it is in these 
areas where we are making little progress (See Rittel & Webber’s [1973] analysis of “wicked 
problems” for an earlier statement of this idea). Take the COVID pandemic. Producing vaccines 
turned out to be much easier and faster than first predicted. Getting people to take it in numbers 
high enough to achieve herd immunity turned out, in some countries, to be much harder. And 
throughout the pandemic, battles emerged in many countries between COVID maximalists (gen-
erally on the left) who favored lockdowns, school closures, and strict masking policies that far 
exceeded any supporting evidence, versus covid minimalists (generally on the right) who opposed 
almost any restrictions or vaccination mandates, even when those were supported by evidence. 
Why does this polarization happen? How can leaders and public health authorities do better in the 
next pandemic? Moral psychology offers answers.

The second reason why progress in moral psychology is desperately needed is that the technolo-
gies that are candidates for dominating the 21st century are generally being developed by people 
who have very little understanding of human nature. Some of them even have little concern for the 
social and moral consequences of what they are doing. We saw this most clearly in the design of 
Web 2.0 and the major social media platforms, which were built within a Silicon Valley ecosystem 
that generally embraced libertarian politics (with its aversion to regulation) and an explicit ethos, 
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stated by Facebook founder Mark Zuckerberg, of “move fast and break things.” Well, they broke 
things. There was little concern for privacy or security, leading to open architectures that supported 
an ever- expanding ring of exploitation and crime, from sex trafficking and child pornography 
through drug and weapons bazaars to electoral manipulation and the networking of terrorists who 
live- stream their atrocities.

But what if the internet had been designed with humans— in all their variety, vulnerability, and 
tribalism– – in mind?

What moral psychology was

I entered the field of moral psychology in 1987 when I enrolled in the psychology PhD program 
at the University of Pennsylvania. I arrived as a young and hopeful cognitive psychologist– – or, 
at least, I was a 23- year- old philosophy major who had worked as a computer programmer and 
harbored naïve dreams of combining those skills to study artificial intelligence from the psych-
ology side, rather than the computer science side. But I didn’t really know what I was doing, and 
I changed my focus after a great conversation with the cognitive psychologist Jonathan Baron, 
who studies thinking and decision- making, and who had a side interest in moral thinking. At Penn, 
every student had to design, conduct, and write up an empirical study within eight months of 
arriving, so I conducted my first psychology experiment on the question of when and why people 
judge harm caused by omission (doing nothing) to be as bad as harm caused by commission (doing 
something). My report (eventually published as Haidt & Baron, 1996) was somewhat dry and dull, 
which was typical of moral psychology at that time.

But as I began to read widely, I discovered that morality had once been a major crossroads and 
battleground of psychology, one that every major school had tried to conquer. So many of the 20th 
century’s greatest figures had issued pronouncements about where morality came from. The one 
thing that nearly all agreed upon was that the child’s mind was effectively a blank slate, and so the 
challenge was to explain how morality got “in.” In one of the earliest social psychology textbooks, 
William McDougall wrote that “The fundamental problem of social psychology is the moraliza-
tion of the individual by the society into which he is born as a creature in which the non- moral 
and purely egoistic tendencies are so much stronger than any altruistic tendencies” (McDougall, 
1998/ 1908, p. 18).

A few years earlier, Sigmund Freud (1976/ 1900) had offered his own account of how morality 
got “in” with his complicated story of psycho- sexual development: the young boy’s “Oedipal 
conflict”– – rivalry with his father over the affections of the mother– – resolves itself when the boy 
“internalizes” the father’s moral beliefs, giving birth to the boy’s new superego. (Don’t even ask 
about how it was supposed to work for girls).

The behaviorists were bitter rivals of the Freudians, and they offered a radically different 
account. Forget all that sexual stuff, they said, and all those unmeasurable internal constructs like 
the superego. Morality is whatever behaviors society reinforces, said B. F. Skinner (1971), who 
had shown how easy it is to teach pigeons to play ping pong, if you can just reinforce them fast 
enough for each specific behavior.

Nonsense, said the insurgents of the cognitive revolution, which began in the 1950s with Noam 
Chomsky’s (1959) devastating critique of Skinner’s behaviorist theory of language learning. An 
important second line of attack was Lawrence Kohlberg’s (1969) research on moral develop-
ment. Building on the earlier work of Jean Piaget (1932), he argued that you can’t explain moral 
development without focusing on the cognitive structures that children construct as they interact 
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with others and gradually create– – for themselves– – more adequate understandings of their social 
worlds.

By 1987, the Freudians and behaviorists had faded into history, and the cognitive 
developmentalists had won the day. Moral psychology had become a subfield of developmental 
psychology, focused on cognitive development: how do children develop ever more adequate 
understandings of justice? Tragically, Kohlberg died by suicide in January of that year, and so 
when I arrived at Penn in September, it felt like the last of the giants had left the arena, and the 
heroic age had ended.

The new synthesis in moral psychology

But as I continued to learn and read widely, I discovered other giants in neighboring fields whose 
work on morality generally pointed to emotions and intuitions, thereby calling out for integration 
with psychology. One of these was the evolutionary biologist Edward O. Wilson, who built on 
Darwin’s keen interest in the origin of morality in emotions such as anger, shame, sympathy, and 
disgust. Wilson had predicted, in 1975, that ethics would soon become part of the “new synthesis” 
of sociobiology, in which distal mechanisms (such as evolution), proximal mechanisms (such as 
neural processes), and the socially constructed web of meanings and institutions (as studied by the 
humanities and social sciences) would all be integrated into a full explanation of human morality. But 
Wilson’s book and term “sociobiology” ran afoul of the progressive politics of the academy in the 
1970s. By 1987, it was somewhat taboo to suggest that evolution had shaped human nature because 
such a claim could be used to justify existing power structures (see discussion in Pinker, 2002).

In primatology, however, there was no such taboo on evolutionary thinking. Frans de Waal’s 
highly readable books, such as Good Natured (de Waal, 1996) presented evidence that many of 
the “building blocks” of human morality are already visible in the societies of chimpanzee and 
bonobos. Many of these building blocks were (as Darwin had said) emotional responses such as 
feelings of sympathy, fear, anger, and affection.

In 1992, a group of evolutionists and psychologists challenged the taboo with a bold edited 
volume titled The Adapted Mind: Evolutionary Psychology and the Generation of Culture 
(Barkow, Cosmides, & Tooby, 1992). The book contained essays on the origins of cooperation, 
sharing, nurturance, gossip, and other elements of morality. More importantly, it launched the 
modern field of evolutionary psychology, which has been an essential part of the new synthesis. It 
is now common for moral psychologists to refer to evolution, adaptation, and “human nature” in a 
way that was not common before the 1990s.

The 1990s was truly “the decade of the brain,” in that functional MRI became far more 
widely used, and it was immediately applied to the study of morality, most notably by Antonio 
Damasio (1994) in his landmark book Descartes’s Error. Everyone studying morality suddenly 
had to become familiar with the difference between the lateral prefrontal cortex (where cool and 
“rational” deliberation takes place) and the ventromedial prefrontal cortex (which integrates emo-
tional responses into thinking and decision- making).

But what made the 1990s truly a “new synthesis” of the sort Wilson had hoped for was that 
the new interest in morality wasn’t just coming from the natural- science side of the academy 
(neuroscience, evolution, primatology). Morality and the role of the emotions was also becoming 
a central topic in the social sciences and several humanities departments. For example, cultural 
differences in morality was a major focus of the emerging field of cultural psychology (Markus & 
Kitayama, 1991; Shweder, 1990). The role of moral emotions in moral judgments was a growth 
field in moral philosophy (Flanagan, 1996; Gibbard, 1990), and there was even a new movement 
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called Experimental Philosophy (or “X- Phi”), in which philosophers conducted psychological 
experiments, often on moral intuitions (e.g,. Petrinovich and O’Neill 1996; and later Greene 
et al. 2001).

My own work in moral psychology grew out of all of these intersecting and sometimes 
conflicting streams of research and scholarship. My dissertation (Haidt, Koller, & Dias, 1993) was 
a test of a debate between the anthropologist Richard Shweder and the developmental psycholo-
gist Elliot Turiel over their competing claims about whether the moral domain is (descriptively) 
circumscribed by the concepts of harm, rights, and justice (as Turiel, 1983, had proposed) or 
whether it was broader, in many societies, including an “ethic of community” and an “ethic of 
divinity” (as Shweder, Mahapatra, & Miller, 1987, had proposed). My cross- cultural study of 
“harmless taboo violations” (such as a family that eats its already- dead pet dog) across cultures 
and social classes strongly supported Shweder’s claims— it was only the highly educated groups 
that limited the moral domain to harm, rights, and justice.

The rest of my career has been an effort to study the expanded and culturally variable moral 
domain that Shweder had helped me to see, to ground its origins in evolution, to explain its oper-
ation and its quirks using neuroscience and cognitive psychology, and then to (carefully, gingerly) 
explore the normative ramifications of an expanded and culturally variable moral domain, espe-
cially as these variations help to explain the “culture war” currently rocking the USA and many 
Western democracies.

I wrote up my vision of what a cross- disciplinary moral psychology would look like in a 
2001 essay in Psychological Review titled “The Emotional Dog and its Rational Tail: A Social 
Intuitionist Theory of Morality.” I then teamed up with Craig Joseph (a former Shweder student) 
and Jesse Graham (now at the University of Utah) to expand the Social Intuitionist Model by 
specifying what, exactly, the intuitions were (Haidt & Graham, 2009; Haidt & Joseph, 2007). 
We proposed that there were at least five innate “foundations” upon which all societies build 
their variable moralities: care/ harm, fairness/ cheating, loyalty/ betrayal, authority/ subversion, 
and purity/ degradation. Graham and I then began a collaboration to test and improve this new 
“Moral Foundations Theory” with Ravi Iyer, Sena Koleva, Pete Ditto, and Sean Wojcik. We 
created an online site where anyone with access to the internet could take the Moral Foundations 
Questionnaire and many other morality surveys. The site is at YourMorals.org, which is now run 
by Morteza Dehghani at the University of Southern California (for a review of our findings, and of 
MFT, please see Graham et al. 2013).

My essay on the social intuitionist model was published in September, 2001– – the same month 
that Joshua Greene published his landmark fMRI study showing that when people choose the 
“deontological” choice in trolley dilemmas (to respect the autonomy of the potential victim rather 
than sacrificing them for the greater utilitarian good), their decisions depend on the emotional inte-
gration centers that Damasio had pointed to, not on the areas involved in cool rational deliberation. 
These two articles, published at the same time, are sometimes pointed to as a turning point in the 
trajectory of moral psychology. Unfortunately, that same month saw hijackers crash airliners into 
the World Trade Center and the Pentagon, which, by a tragic chain of events, became the launching 
point for three very long wars: in Afghanistan, in Iraq, and against “terror.” That attack and those 
wars mark a turning point in many Western nations from the exuberant and hopeful post- Cold 
War 1990s to the darker, more conflict- ridden 21st century. Now, in the early 2020s, with so much 
political turbulence, great power politics, and a loss of confidence in liberal democracy among 
younger generations, many are asking: what went wrong, and what do we do now? Moral psych-
ology can help us understand why it is so hard for people to live together, find truth together, and 
build widely trusted institutions together.
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The next decade (or century) of moral psychology

What will the future bring? As Phil Tetlock’s work on prediction shows, experts armed with 
detailed information can’t usually predict the future much better than a coinflip or a monkey 
throwing darts (Tetlock & Gardner, 2015), so I’ll stick close to the present and just talk about two 
trends that may matter for the community of researchers in moral psychology.

1) Social Media and Epistemic Chaos

In the science fiction novel Neuromancer, the matrix is defined as “a consensual hallucination” 
(Gibson, 1982). That’s a good description of social reality too. But when social media platforms 
such as Facebook and Twitter blossomed, and became far more viral in the early 2010s, it 
greatly sped up the process of social construction and made widely shared and stable social 
understandings nearly impossible to maintain. I have argued that social media knocked over 
the (metaphorical) Tower of Babel (Haidt, 2022) around 2014, condemning humanity for the 
foreseeable future to an inability to understand one other. I think that the most urgent task for 
social scientists in the next decade is to study the phase change or social rewiring that happened 
in the 2010s, plunging us into an era of epistemic chaos in which everyone is drowning under a 
waterfall of “content” that confirms their pre- existing beliefs and prejudices. With so much con-
firmation that the other side is truly evil, I believe that moral conflict and culture wars will get 
ever more intense. As AI begins to create far more of this “content,” things will get much worse. 
I believe that the study and mitigation of social media’s effects on human relationships and demo-
cratic functioning should be among the top research priorities of democratic nations and science 
funding organizations.

2) Political Polarization and Distrust of Social Science

In 2011, I became concerned that there was essentially no political diversity in my field, social 
psychology. After a long search, I was able to find just one politically conservative professor. I and 
five colleagues then wrote an article explaining why the absence of political diversity damaged the 
quality of research in social psychology (Crawford et al., 2015). In 2015 I grew far more alarmed 
as the United States and other English- speaking countries experienced a wave of activism and 
moralism on college campuses in which students, professors, and visiting speakers who merely 
questioned the beliefs and policies most cherished on the left were actively persecuted, shamed, 
silenced, and in a few cases physically attacked (Lukianoff & Haidt, 2018). This rapid conver-
sion (sometimes called “the great awokening”; Yglesias, 2018) is disastrous for universities, 
because they must have public trust both for the credibility of academic research and for their 
financial survival as recipients of taxpayer support. Yet as professors, universities, and profes-
sional organizations in the English- speaking countries have become more explicit in their support 
for left- wing values, parties, and candidates, they are, predictably, earning the distrust and enmity 
of citizens, organizations, and legislators on the right. If I am correct that the Western world is 
heading in to a period of much greater epistemological and political chaos, then it is urgent that 
universities and researchers reverse their politicization, focus on their truth- seeking missions, do 
their jobs well, and regain public trust (Haidt, 2022).

In conclusion: I believe that the 21st century will turn out to be the century of moral psychology.
There will be extraordinary material progress coming out of the natural sciences and engin-

eering, but it may all be for naught if we cannot understand the forces of moralism, judgmentalism, 
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hatred, and division that are part of human nature, that are weakening democracies, and that might 
even be warping the social sciences.

Will we rise to the challenge? This volume offers a comprehensive look at the current state of 
the field, and points ahead to the work we must do.
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3
MORAL REASONING

My personal journey

Linda Klebe Treviño

Introduction

To think about what sparked my interest and work related to moral reasoning, I delved back decades 
to my doctoral program in management at Texas A&M University. True confessions –  starting out, 
I wasn’t interested in moral reasoning at all. But I was intrigued (for some reason I didn’t yet 
understand) by the many business ethics scandals in the early to mid- 1980s (scandals that were 
thought to be a “fad,” by the way). I wondered what we knew about the thinking and behaviour 
of those involved. Over time, I became even more interested in understanding ethical and uneth-
ical behaviour in an organizational (work) context. I discovered after an extensive search that the 
management literature had little to offer from a behavioural perspective. There had been norma-
tive pieces written by philosophers about what businesspeople “should” and “should not” do and 
a few survey studies that asked managers about their experiences, but there was little theoretical 
or empirical work on the question of what employees think and do and why they behave as they 
do. That presented an opportunity for a curious doctoral student looking for a way to contribute.

While searching related literatures to see what I could learn, I discovered cognitive moral 
development theory (CMD) (Kohlberg, 1969) developed by Lawrence Kohlberg, a Harvard cog-
nitive psychologist who interviewed a set of young boys over a number of years as they developed 
in their thinking about hypothetical moral issues. I was intrigued by what the theory told me, espe-
cially when I learned that some of Kohlberg’s students, Rest among others, had extended the work 
to adults (e.g., Rest, 1986). Critical to me was learning that, according to Kohlberg’s theory, most 
adults were at the conventional level of CMD and were looking outside themselves for guidance 
in ethical dilemma situations. That helped to explain why most adults at work were so open to 
external influence from peers, authority figures, and organizational cultures including incentive 
systems. I was also interested to learn that some people were more advanced and autonomous in 
their thinking and action, making justice and rights- based decisions. That helped me to explain 
the action of people such as those who reported misconduct, often at great risk to themselves. 
And I learned that some adults were “stuck” in pre- conventional thinking where only rewards 
and punishments (or tit for tat thinking) matter. But most important was the notion that this theory 
explained why factors external to the individual were SO crucial to understanding employee eth-
ical thinking and action. With CMD in hand, I was inspired to write a paper that became my 
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first major publication, a conceptual paper published in the Academy of Management Review 
entitled “Ethical Decision Making in Organizations: A Person- Situation Interactionist Perspective 
(Treviño, 1986). Cognitive moral development was prominent in the model but I used it to explain 
that most employees would be quite open to those external influences noted above. That paper 
went on to inspire my doctoral dissertation, and I was able to test and support part of the proposed 
model (Treviño & Youngblood, 1990). The remainder of this chapter will highlight other aspects 
of my research stream related to ethical decision making, from cognitive processes to affective 
processes.

Cognitive processes: ethical awareness

When I arrived at Penn State in 1987 (for my first and sole academic position), I had become 
familiar with the work of Kohlberg’s student, James Rest and his four- stage model that extended 
beyond moral judgment to acknowledge the importance of ethical recognition as a first step. But 
that first step had received little research attention and I hadn’t given it much thought. My disserta-
tion had begun with the assumption that people knew that they were facing an ethical dilemma, as 
Kohlberg had done. A hallway encounter set me straight. My colleague Denny Gioia thought I was 
missing something important. He relayed that, prior to his academic career, he had been the recall 
coordinator at Ford Motor Company when Ford was producing Pintos and considering whether to 
recall a car that exploded in slow rear- end collisions. Although they considered recalling Pintos 
twice while Denny was there, they didn’t recall until years later, well after Denny had left and 
after the case hit the press (and the courts). Denny said something revelational –  that, while at 
Ford, he had never thought about the decision to recall or not as an “ethical” decision. According 
to him (now a social cognition expert) it was a decision driven by the dominant cognitive scripts 
that he followed to do his very difficult, information intensive job. For example, in order to initiate 
a safety recall, he needed a number of cases (he had very few), and traceable cause to a problem 
that could and should be fixed by the company. And for a long time, Ford didn’t know why the 
cars exploded at low impact other than that they were little cars being hit in the rear by big ones.
At that point, a light bulb went on in my head and I realized that more attention needed to be paid 
to researching the notion of what we termed ethical awareness. It seemed obvious that “moral 
reasoning” or judgment couldn’t happen unless the person was consciously aware that the situ-
ation involved ethical concerns of harm/ care, fairness, etc. This seemed particularly important in 
business settings where one could easily, intentionally or not, fail to “see” the ethical concerns. 
Decisions could be seen as “business” decisions (as in the Challenger disaster) (Vaughan, 1996). 
During the decision about whether to launch the Challenger space shuttle in cold weather in 1986, 
engineers were told to put on their manager hats, which arguably moved them away from priori-
tizing safety (ethical) concerns as engineers are taught to do. The Challenger blew up seconds after 
launch with multiple astronauts inside including the first “teacher in space.” In follow- up research 
on ethical awareness, my colleagues and I found that three factors influenced ethical awareness 
among competitive intelligence professionals: the amount of harm they thought was involved, 
whether social consensus existed that the behaviour under consideration was ethically problem-
atic, and whether ethical language (instead of business language) was used (Butterfield, Treviño, 
& Weaver, 2000).

Some in behavioral ethics in organizations have studied a related concept they refer to as 
bounded ethicality, “ethical blind spots” and “ethical fading” (Bazerman & Tenbrunsel, 2011). The 
authors argue that, in work organizations, many simply are blind to the ethical implications of their 
decisions and their “want selves” win over their “should selves” at decision time as the ethical 
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import remains out of view in favor of the business implications of a decision. That is somewhat 
consistent with the research described above that found the importance of using ethical language to 
increase ethical awareness and Diane Vaughn’s finding that when managers were exhorted to make 
a “management” decision, the decision criteria to launch the Challenger changed. But, ethno-
graphic research I conducted with colleagues (den Nieuwenboer, de Cunha & Treviño, 2017) also 
showed that, often, employees who are pressured by managers to engage in unethical actions, 
are absolutely aware that what they’re doing is wrong and they are willing to say so. The ethical 
implications do not fade but are rather overwhelmed by situational factors. If the employees need 
the job and can’t get a comparable one, most will comply with the request to behave unethically 
despite expressed (and continued) discomfort.

Cognitive processes: moral disengagement at work

I became interested in another relevant moral cognition process termed moral disengagement, 
theorized by Bandura (2016). Moral disengagement is based upon the notion that human behav-
iour is directed by internalized moral standards that generally keep our behavior in line with those 
standards because we anticipate that we would experience guilt or sanction if we engaged in the 
contemplated unethical action. But importantly, those internalized moral standards can be cog-
nitively disengaged to allow individuals to behave unethically without guilt. Bandura theorized 
moral disengagement as an individual difference –  some individuals are more inclined toward 
moral disengagement than others and he developed a measure of it. The moral disengagement 
process seemed relevant to my work because several of the eight theorized moral disengage-
ment mechanisms are highly related to the rationalizations we see organizational members use 
to justify unethical behavior. For example, organizations are authority structures and displace-
ment of responsibility to an authority figure is a common rationalization used to justify uneth-
ical action –  “my boss made me do it.” Diffusion of responsibility to a group is also relevant as 
when an employee might say, “this was a group decision. I didn’t have much say.” Organizational 
actors are also known to blame the victim (e.g., attribution of blame –  “it’s their own fault for not 
checking the fine print”). Other moral disengagement mechanisms include moral justification, 
euphemistic labeling, advantageous comparison, distortion of consequences and dehumanization. 
My colleagues and I studied moral disengagement in adults in work contexts and related it to a 
variety of types of unethical conduct including fraud. We also developed a highly reliable measure 
that was designed for adults in work settings and can be used to predict who will be more likely 
to engage in it (Moore, Detert, Treviño, Baker, & Mayer, 2012). We treated moral disengage-
ment as an individual difference in this research (as Bandura did). However, in other research, we 
also found that it could be triggered by different types of work situations (Kish- Gephart, Detert, 
Treviño, Baker, & Martin, 2014).

Affective processes: moral outrage

Finally, tracking work in moral psychology, my work moved in the direction of considering the 
importance of affect (rather than just cognition). So, my interest in moral reasoning moved to 
focus on moral thinking and feeling. Multiple projects focused on moral outrage (a combination of 
anger and disgust) and its powerful effects on behaviour. For example, my colleagues and I applied 
qualitative methods to study the media’s treatment of Joe Paterno, long- time head (American) 
football coach at Penn State University who was known for decades for his integrity and for being 
a moral beacon in a sea of misconduct in college football. A scandal surfaced in 2001 when a state 
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grand jury indicted former defensive football coach Jerry Sandusky for molesting young boys 
who were associated with the charity he had started. At least one event occurred on Penn State’s 
campus in the football facility shower. That event had been reported to Paterno, which he then 
reported up the chain as was required. Yet, despite much ambiguity about his role, many in the 
press and the public held Joe Paterno responsible for not doing more, and his moral beacon image 
was besmirched in less than a week and never recovered (Bishop, Treviño, Gioia & Kreiner, 2021).

Affective processes: fear, elevation and voice

I have long been interested in speaking up in organizations and I co- authored a paper on how 
the emotion, fear, stops people from speaking up (Kish- Gephart, Detert, Treviño & Edmondson, 
2009). My co- authors and I viewed silence as the default because of the paralysis that accom-
panies the widely reported fear of retaliation. More recently, my work has focused on what we are 
terming ethical voice (speaking up about ethical issues within groups and work units). In some 
of that work, we became interested in understanding the consequences for the voicer who does 
choose to speak up. There, we hypothesized and found that those who voice ethical issues within 
work groups and units can get support from co- workers because the ethical voice leads to moral 
elevation in observers, a positive emotional response that makes co- workers regard the voicer 
highly and wish to emulate him or her. In that research, we used survey, experimental, and qualita-
tive methods (Chen & Treviño, 2022). More and more, I believe, as I think most would agree, that 
cognition and emotion go hand in hand and need to be understood together as we attempt to move 
knowledge forward about moral reasoning.

Conclusion

A concluding note about methodology. Much moral psychology and behavioral ethics research 
published in the top journals is experimental and conducted in the behavioural lab. We have cer-
tainly learned a great deal from that work. But I see experiments as somewhat limited for my own 
work because, generally, they have limited ability to capture the organizational context that I con-
tinue to believe is so important. So, multiple research methods have guided my work, including 
qualitative methods which I am using increasingly. In reflecting, I find it fascinating that the work 
of Kohlberg that initially inspired me was qualitative. But most of the subsequent work on moral 
reasoning has not been. I encourage others to explore this avenue going forward, although I offer 
fair warning to get training on how to do qualitative research right.

One more note –  While writing the preface to my textbook, I had a revelation about why I have 
been driven for almost 40 years to understand why people do good and bad things. My parents were 
Holocaust survivors, German Jews who fortunately found their way to the US in the late 1930s. They 
didn’t dwell on the past. They were too focused on hard work and the good fortune that allowed them 
to survive and to make a good life for themselves and their children in the US. But questions about 
those who harmed and those who helped always lurked in the background for me and I came to 
realize that my family’s powerful narrative helps to explain my decades- long motivation.
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THE INTRAPERSONAL LEVEL

Intrapersonal moral reasoning

Paul Conway

Abstract

Sacrificial moral dilemmas comprise cases where people decide to cause some harm to prevent 
greater harm. Hence, they entail a trade- off between moral concerns about avoiding harming 
others and concerns about maximizing overall wellbeing. Though these dilemmas originated in 
philosophy, decades of research suggests that dilemma decisions arise from various psychological 
mechanisms. Here, I review the development of models of intrapersonal moral reasoning and 
decision- making, examining both traditional analytic approaches— measuring relative preferences 
for rejecting harm versus maximizing outcomes— and modelling approaches— which disentangle 
multiple response tendencies underlying relative decisions. Regarding theory, I raise doubts about 
the classic “hard” dual process model that contrasts rapid affective processing with slower delib-
erative processing. Instead, I suggest findings are best explained by a “soft” reinterpretation of the 
dual process model, where multiple processes contribute to each decision, but responses nonethe-
less reflect a different preponderance of affective and cognitive processing.

 • Research on moral reasoning examines how people prioritize clashing moral concerns in 
dilemmas where maximizing overall outcomes (upholding utilitarian perspectives) requires 
causing sacrificial harm (violating deontological perspectives).

 • Traditional approaches examine only relative preferences for rejecting harm versus maximizes 
outcomes.

 • Alternatively, modelling approaches independently estimate harm rejection and outcome maxi-
mization tendencies, allowing for more nuanced insight into empirical relationships.

 • Data raise doubts about the original “hard” dual process model contrasting rapid affective 
reactions to harm with slower deliberative evaluations of outcomes

 • Instead, data remain consistent with a “soft” dual process model, where multiple processes con-
tribute to each judgment, with a different relative preponderance of affective and deliberative 
processing
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Introduction

Should you sacrifice a baby to save a village? Should you deploy troops to defend your people? 
Should you limit freedoms to contain a deadly disease? Such cases exemplify sacrificial 
dilemmas, cases where harmful outcomes can only be prevented by actions causing lesser 
harm— a sacrifice for the greater good. In sacrificial dilemmas, the same action produces both 
objectionable and laudable outcomes. Hence, unlike research on prosocial or antisocial behavior 
which contrasts moral concern with self- interest, sacrificial dilemma research examines how 
people prioritize clashing moral concerns— when people feel sacrifice is worthwhile to secure 
overall wellbeing.

Although sometimes derided as fanciful trolleyology— after the famous case where a trolley 
will kill five people unless redirected to kill one— sacrificial dilemmas unfortunately describe 
many real- world problems involving questions of whose rights may be trampled to protect others’ 
rights or when suffering can be morally justified (e.g., Truog et al., 2003). Hence, clarifying the 
psychology involved in such dilemmas is of paramount societal importance.

The intrapersonal psychological mechanisms leading to sacrificial decisions may be described 
as moral reasoning.1 In the current work, I first describe sacrificial dilemmas, considering their 
origins and connection to philosophy. Next, I compare traditional approaches examining dilemma 
judgments directly with modelling approaches that estimate the independent contributions of 
response tendencies underlying judgments. Then I raise questions about the original “hard” dual 
process model, suggesting instead that evidence instead remains consistent with a “soft” reinter-
pretation of the dual process model. Finally, I consider important future directions for the field. For 
interpersonal elements of moral reasoning and decisions made in sacrificial dilemmas see Everett 
(this volume).

Sacrificial dilemmas

Moral psychology is a vast and multifaceted area of inquiry, including thoughts and feelings 
about abstract moral principles, rights and duties, the social anchoring of right and wrong, the 
moral character of oneself and others, and moral decisions of specific acts and behaviors (Krebs, 
2008; Ellemers et al., 2019). Here I focus on intrapersonal reasoning about whether actions are 
right or wrong— specifically addressing sacrificial actions where causing harm maximizes overall 
outcomes.

Sacrificial dilemmas originated in philosophy (Foot, 1967). The classic trolley dilemma involves 
potentially redirecting a runaway train: “A runaway trolley is headed for five people who will be 
killed if it proceeds on its present course. The only way to save them is to hit a switch that will turn 
the trolley onto an alternate set of tracks where it will kill one person instead of five. Ought you to 
turn the trolley in order to save five people at the expense of one?” (Greene et al., 2001, p. 2105).

Dilemmas originated as rhetorical arguments to illustrate the doctrine of double effect, the 
acceptability of harm as a focal goal versus byproduct of action (Foot, 1967). Yet, subsequent 
theorists began describing decisions in terms of mainstream philosophical positions. Specifically, 
sacrificial actions cause harm, and therefore violate the principle of deontology, which judges the 
morality of actions by their intrinsic nature: doing harm itself is wrong and immoral, regardless 
of outcomes (e.g., Kant, 1785). Yet, sacrificial actions also prevent suffering or death of many 
more people, leading to a net gain in total wellbeing. Hence, they uphold consequentialist or utili-
tarian ethics that prioritize the consequences or utility of actions: actions that produce the greatest 
benefits for the most people are judged most moral from this perspective (Mill, 1861/ 1998).
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Accordingly, theorists often characterize sacrificial dilemmas as a conflict between deonto-
logical and utilitarian ethics. This conceptualization sometimes leads theorists to assume that 
people who arrive at a decision adhere to the philosophical principle that would explain that deci-
sion. From a psychological point of view, decisions are better described as aligning with but not 
caused by philosophical theory. Indeed, a multitude of psychological processes may lead people 
to arrive at a given decision, few of which reflect philosophical concerns. Originally, researchers 
conceptualized two such processes— affective reactions to harm and cognitive evaluations of 
outcomes— pitted against one another in the “hard” dual process model. Research now identi-
fies many such processes, that loosely align in a revised “soft” dual process model we will con-
sider below.

Analytic approaches

Traditional approach: relative preference for harm rejection versus 
outcome- maximization

Traditionally, researchers have examined moral reasoning in sacrificial dilemmas by presenting 
participants with dilemmas where causing harm maximizes outcomes and assessing their 
responses. Researchers might offer participants a single dilemma and code whether they indi-
cate that sacrificial harm is appropriate or not appropriate. Researchers may also sum responses 
across a battery of dilemmas or assess relative degrees of accepting sacrificial harm on seven- point 
scales. Sometimes they examine other wording, like “would you” sacrifice?

Much work using the traditional approach manipulates dilemma elements to test how responses 
shift. For example, researchers compare responses to impersonal dilemmas, where harm is mech-
anically mediated— as in hitting a switch in the trolley dilemma— with personal dilemmas where 
harm is “up close and personal,” such as pushing a heavy person off a footbridge to stop a runaway 
trolley. People are more averse to using their physical muscles than mechanical force for sacrifices 
(e.g., Greene et al., 2009). People are also more averse to harming ingroup members and members 
of disadvantaged groups than outgroup or advantaged members (Uhlmann et al., 2009). In add-
ition, much work examines how response patterns correlate with individual difference variables— 
for example, people high in empathic concern tend to reject sacrificial harm (Gleichgerrcht & 
Young, 2013). Other work tracks how different groups of people respond— for example, people in 
Asia and South America tend to reject harm more often than those in North America and Europe, 
perhaps due to tighter social norms against harm (e.g., Awad et al., 2020).

Although the traditional approach is useful for assessing responses to dilemmas, it suffers from 
a key problem: people only face decisions pitting sacrificial harm against maximizing outcomes. 
Responses are treated as direct opposites: accepting sacrificial harm requires not rejecting sacri-
ficial harm, and vice versa. This means the traditional approach cannot assess how much people 
want to reject harm independently of how much they want to maximize outcomes— responses 
reflect a relative preference for each response. Hence, it is unclear whether a given response (say, 
reject sacrificial harm) reflects a strong unilateral preference for rejecting harm, a weak preference 
for rejecting harm, or an internal debate between rejecting harm and maximizing outcomes. These 
cases have radically different implications for the underlying mechanisms, yet traditional ana-
lyses treat them as equivalent. Moreover, any measure related to both response tendencies will not 
show up because these competing effects will cancel one another out, which is called suppression. 
Therefore, researchers developed modelling approaches which increase sensitivity by independ-
ently estimating the strength of harm- rejection and outcome- maximization response tendencies. 
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Figure 4.1  The difference between traditional versus modelling approaches and the hard versus soft dual 
process models.
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This approach clarifies whether someone has a strong or weak preference for rejecting harm and 
can detect cases of suppression.

Modelling approaches: independently assessing harm rejection and 
outcome- maximization

Whereas traditional models assess people’s judgments on dilemmas where causing harm maximizes 
outcomes, modelling approaches aim to estimate the unique tendency to reject harm and maxi-
mize outcomes underlying responses. They achieve this by examining not only cases where harm 
maximizes outcomes— such as killing a baby to save a village from death— but also parallel cases 
where harm (arguably) does not maximize overall outcomes— such as killing a baby to save a 
village from labor. They then use linear algebra or multinomial modelling to estimate patterns of 
responding across cases: the degree to which people maximize outcomes, regardless of harm, and 
reject sacrificial harm, regardless of outcomes (and sometimes other patterns). See Figure 4.1 for 
an illustration of the difference between traditional and modelling approaches.

Conway and Gawronski (2013) developed the first modelling approach by adapting a 
technique from the memory literature called process dissociation. This technique examines 
responses to dilemmas where causing harm does and does not (arguably) maximize outcomes, 
creating one estimate of harm rejection (called the deontology parameter) and one of out-
come maximization (called the utilitarian parameter).2 Although process dissociation proved 
useful (see below), critics noted that someone could reject harm either because they care about 
the focal target or because they simply wish to avoid getting involved whatsoever. Hence, 
Gawronski et al. (2017) later expanded to the consequences norms inaction (CNI) model, 
which estimates sensitivity to consequences (consequences parameter), concern for moral 
norms (norms parameter), and general inaction tendencies (inaction parameter). Like process 
dissociation, the CNI model assesses responses across cases where harmful action does and 
does not maximize overall outcomes, but it adds cases where inaction likewise does and does 
not maximize overall outcomes (for a debate over the meaning of these parameters see Baron 
& Goodwin, 2020 and Gawronski et al., 2020).

Rather than treating responses as relative preferences for harm rejection and outcome maximiza-
tion responses, modelling approaches separately estimate how much people show each response 
pattern. The advantage of this approach is twofold. First, this allows modelling approaches to 
clarify where findings detected via traditional methods impact one response pattern versus the 
other. Second, this allows greater sensitivity in cases of suppression, where something simultan-
eously impacts both response tendencies. Let us consider some examples.

The clearest case involves antisocial personality traits like psychopathy, egoism, and acceptance 
of ethics violations. Numerous studies using the traditional approach have demonstrated that such 
antisocial traits predict increased willingness to sacrifice people to achieve overall outcomes 
(e.g., Bartels & Pizarro, 2011). Typically, this finding is reported as “people high in psychop-
athy are more utilitarian” and has led some researchers to suggest that dilemma research fails 
to assess genuine concern for utilitarian outcomes (e.g., Kahane et al., 2018). However, as trad-
itional approaches measure only relative preferences, this finding could also be reported as “people 
high in psychopathy are less deontological,” i.e., especially willing to accept sacrificial harm. 
Modelling approaches can clarify which description is more accurate.

Indeed, modelling studies find no evidence for the claim that “people high in psychopathy 
are more utilitarian”— instead, this pattern in relative judgments reflects reduced concerns about 
causing harm (e.g., Conway et al., 2018; Luke & Gawronski, 2021). That is, people high in 

 

 

 

 

 

 

 

  

 



34

Paul Conway

antisocial traits accept harm both when doing so harm maximizes outcomes and when it does 
not. Moreover, modelling approaches reveal suppression: they show that people high in anti-
social personality traits also often score low in concern for outcomes— though this effect size 
is somewhat smaller than rejecting harm (they also score low in inaction, i.e., high impulsivity). 
Therefore, people high in antisocial traits only appear to prefer utilitarian judgments in traditional 
measures— they actually care little about maximizing outcomes and even less about rejecting 
harm. “Relatively more utilitarian” traditional scores here reflect low absolute utilitarian concerns 
coupled with even lower absolute deontological concerns. This suggests that the problem of utili-
tarian judgments among antisocial people is not with dilemmas as a paradigm but rather with 
interpreting traditional relative measures. For more information on antisociality and sacrificial 
decisions, see Everett (this volume).

In another important case of suppression, measures of moral concern such as moral identity 
and moral conviction about harm show the opposite pattern: they predict both increased harm 
rejection and increased outcome maximization (Conway et al., 2018; Körner et al., 2020). These 
effect sizes are typically similar, so these effects completely cancel one another out in traditional 
analyses. In other words, people high in moral concern do not show a relative preference for 
rejecting harm versus maximizing outcomes because they are equally concerned with both— a 
pattern only visible using modelling. Similar cases of suppression can occur for emotional concern 
for victims (Reynolds & Conway, 2018), logical reasoning (Byrd & Conway, 2019), and stable 
childhood environments that promote ethical concern (Maranges, et al., 2021). Therefore, mod-
elling approaches buy increased precision and sensitivity over traditional approaches and suggest 
dilemma studies are more useful than some critics claim.

That said, some theorists have challenged modelling approaches on conceptual grounds (e.g., 
Baron & Goodwin, 2020). Modeling approaches must specify using theory which actions are 
conceptualized as maximizing outcomes; there may be cases where researchers and participants 
disagree. Modelling parameters reflect patterns of judgment and should not be taken as direct 
measures of philosophical thinking or psychological processes (Gawronski et al., 2020).

Theoretical models of moral reasoning

Two decades of research has produced a vast body of evidence from both traditional and modelling 
methods. Despite initial support, evidence casts doubt on the original “hard” dual process model. 
Instead, evidence remains consistent with a “softer” reinterpretation.

Original “Hard” dual process model

Greene (e.g., 2007) originally described the dual process model in terms of rapid, automatic 
processing motivating harm rejection versus slower, controlled processing motivating outcome- 
maximization— i.e., a battle of moral intuition versus reasoning (see Haidt, 2001). Greene drew on 
classic social cognitive models of dual process systems, where harmful actions presumably evoke 
efficient, unconscious, unintentional, and uncontrollable aversion (Bargh, 1994). Given sufficient 
time and motivation to deliberate, people may subsequently engage in expensive, conscious, inten-
tional, and controllable reasoning regarding outcomes, which favors sacrifice for the greater good. 
The hard version of the dual process model is sometimes described as the default- interventionist 
model (Evans & Stanovich, 2013), insofar as automatic processes are assumed to drive moral 
responses by default unless there is sufficient time and motivation to engage in deliberation. The 
model is “hard” in the sense that it posits two and only two processes, and specifies the exact 
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way they interact— rapid, automatic, and affective versus slower, controlled, and cognitive (see 
Cushman, 2013 for a reinterpretation using computational algorithms).

Support for the hard dual process model stems from (a) manipulations like the personal- 
impersonal distinction that theoretically manipulate affective or cognitive processing, (b) indi-
vidual differences in affective or cognitive measures related to affect and cognition like empathic 
concern and need for cognition, (c) differences in reaction times for different responses, and 
(d) fMRI data suggesting different brain regions involved in each decision (e.g., Conway & 
Gawronski, 2013; Gleichgerrcht & Young, 2013; Greene et al., 2001; Greene et al., 2009).

However, critics have noted confounding factors in manipulations like the personal- impersonal 
distinction (e.g., Körner et al., 2019), demonstrated more complexity than previously appreciated 
in individual differences (e.g., Reynolds & Conway, 2018; Byrd & Conway, 2019), cast doubt on 
time differences between accepting versus rejecting sacrificial harm (e.g., Baron & Gürçay, 2017), 
and criticized the clarify of the fMRI findings (e.g., Klein, 2011). Moreover, modern social cog-
nitive research casts doubt on the simplistic claims of earlier dual process theories (Corneille & 
Hütter, 2020). Hence, there remains little support for the simplistic, hard, default- interventionist 
dual process model describing rapid automatic intuition versus slower deliberative reasoning.

Revised “Soft” dual process model

Nonetheless, it would be an error to throw the proverbial baby out with the bathwater— despite 
many criticisms, considerable evidence remains broadly (though not perfectly) consistent with 
dual process claims (see below). I suggest evidence may be better conceptualized as supporting a 
revised “soft” dual process model. This version is “soft” because it posits a variety of processes 
drive dilemma judgments rather than just two and does not specify a rigid way that processes the-
oretically interact. Yet, it retains the insight that a relative preponderance of affect- laden processes 
may promote harm- rejection, a relative preponderance of cognitive- laden processes may promote 
outcome- maximization.

The soft dual process model abandons claims of “automatic” or “implicit” processing or a tem-
poral order in favor of more general claims about relatively affective versus cognitive processing. 
It conceptualizes affective reactions to harm and cognitive evaluations of outcomes as just two 
of many processes that contribute to decisions. Hence, rejecting sacrificial harm may often result 
from a confluence of relatively affective or emotional considerations, whereas accepting sacrifi-
cial harm (to maximize outcomes) may often result from a confluence of relatively cognitive or 
deliberative processes. Yet, the distinction is relative, not absolute— some affective processes con-
tribute to concern for outcomes and some deliberative processes to harm rejection. Moreover, other 
processes may play a role, such as heuristic rule following, general inaction, and self- presentation. 
From this perspective, the hard dual process model is not so much incorrect as incomplete.

Plenty of evidence corroborates the soft dual process model claim of relative preponderance of 
affective and cognitive processing. Manipulations that increase emotional aversion to harm, such as 
making harm vivid, close, and personal (Bartels, 2008; Greene et al., 2009) increase harm rejection 
decisions, whereas reducing sensitivity to harm through emotional reappraisal reduces harm rejec-
tion (Lee & Gino, 2015). Moreover, people who tend to experience stronger emotional processing 
tend to reject sacrificial harm, such as those high in empathic concern (Gleichgerrcht & Young, 
2013) and people who struggle to regulate emotions (Szekely & Miu, 2015). Conversely, people 
who struggle to understand or experience emotions tend to accept sacrificial harm, such as people 
high in alexithymia (Patil & Silani, 2014). Incidentally, modelling approaches have isolated such 
effects to differences in harm- rejection rather than outcome- maximization responding (Conway 
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& Gawronski, 2013; Christov- Moore et al., 2017; Zhang et al., 2017, 2020). Further consistent 
with the soft dual process model, measures of deliberative processing typically predict acceptance 
of sacrificial harm (e.g., Bartels, 2008), as do manipulations such as increasing the ratio of lives 
gained by sacrifice (Trémolière & Bonnefon, 2014). People who demonstrate stronger mathemat-
ical reasoning skills (e.g., performance on the cognitive reflection task) also tend to accept sacri-
ficial harm more— findings that modelling approaches show are unique to outcome- maximization 
responding (Patil et al., 2021). Hence, on average, affective processing seems to promote harm 
rejection and cognitive processing outcome maximization.

However, unlike the classic hard dual process model, the soft model recognizes more com-
plexity: some affective processes promote both harm rejection and outcome- maximization, as 
do some cognitive processes. For example, Reynolds and Conway (2018) found that aversion 
to performing harmful actions uniquely predicted harm rejection in sacrificial dilemmas— but 
aversion to witnessing others suffer simultaneously predicted both harm rejection and outcome 
maximization responses. Likewise, Byrd and Conway (2019) found that cognitive reflection per-
formance and other measures of mathematical reasoning uniquely predicted outcome maximiza-
tion, whereas performance on general logical reasoning tasks predicted both harm rejection and 
outcome maximization. Hence, affective processing may favor harm rejection overall and cog-
nitive processing may favor outcome maximization overall, but these relations are not exclusive 
(see also Białek & De Neys, 2017). Moreover, a variety of other processes can influence dilemma 
responding, including general inaction (Gawronski, et al., 2017), prevention mindsets (Gamez- 
Djokic & Molden, 2016), and self- presentation (Rom & Conway, 2018). The soft dual process 
model recognizes this complex array of processes and situates affective reactions to harm and cog-
nitive evaluations of outcomes as just two of many processes. No account of sacrificial decision- 
making will be complete without addressing the full spectrum of relevant work.

Future directions

By now it should be clear that research on sacrificial dilemmas is fascinating and complex. 
Research has only scratched the surface of the full range of considerations influencing such 
decisions. Amid so much focus on basic affective and cognitive processes, only recently have 
researchers acknowledged social considerations, such as self- presentation and how people view 
themselves. Recent work shows people accurately infer how their dilemma decisions make them 
appear to others and strategically adjust choices to present themselves favorably (Rom & Conway, 
2018). Yet, only a few inferences and social contexts have been explored thus far.

Another promising direction is to increase the external validity of dilemma research. The struc-
ture of sacrificial dilemmas characterizes many real- world conflicts, including military operations 
and pandemic medical decision- making (Truog et al., 2020). Such real- world decisions can have 
massive ramifications: for example, Truman’s decision to drop nuclear weapons to hasten the end 
of the Second World War arguably saved many lives— yet it remains a reviled moment in human 
history and likely cost him reelection (Burnes, 2003). Dilemmas have been frequently criticized 
for implausible assumptions that undermine validity (Körner et al., 2019), but recent work has 
provided dilemmas drawn from real- world events (Körner & Deutsch, 2022). Yet, work needs to 
be done to clarify how well psychological mechanisms from classic dilemmas map onto realistic 
dilemmas.

Finally, researchers should clarify the exact role of cognitive processing in dilemma judgments. 
Whereas individual difference findings replicate robustly, manipulations of cognitive processing 
during tasks (e.g., cognitive load) appear far less reliable. Despite work originally suggesting load 

 

  

 

 

 

 

 

 

 

 



37

Intrapersonal level: intrapersonal moral reasoning

reduces concern for outcomes (e.g., Conway & Gawronski, 2013), recent studies suggest that load 
may instead increase general hesitation to act (Gawronski et al., 2017). Yet, the impact of load 
may depend on other factors such as abstraction (e.g., Körner & Volk, 2014) or religious beliefs 
(McPhetres et al., 2018; see also Van Dillen, this volume, about the effects of cognitive load on 
moral behavior). Hence, much work remains to be done to clarify how cognitive processing during 
decision- making tasks affects sacrificial decision- making.

Conclusion

Over the past two decades, moral dilemma research has exploded, leading to a plethora of methods, 
models, approaches, and assumptions that often contradict one another. A number of early “hard” 
model assumptions have been overturned, yet there remains evidence for a “softer” model that 
makes more flexible assumptions largely consistent with the evidentiary record. Dilemmas should 
not be taken as barometers of broad philosophical principles, but they remain interesting and 
important to study in their own right— after all, doctors, military officers, and others frequently 
face them. Despite much progress over the past two decades, much remains to be done in this 
evolving area of work.

Notes
1 Moral reasoning here is used broadly, and potentially includes affective, intuitive, and automatic 

processes.
2 Note the terms deontology and utilitarian parameters do not imply that psychological mechanisms match 

philosophical assumptions— i.e., selecting utilitarian choices does not mean one ‘is’ a utilitarian person, 
simply that response patterns are consistent with relevant philosophies.
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THE INTERPERSONAL LEVEL
Impartial beneficence— the forgotten core of 

utilitarian psychology

Jim Everett

Abstract

Prior work on moral reasoning has relied on sacrificial moral dilemmas to study utilitarian versus 
non- utilitarian decision- making. This research has generated important insights into people’s 
attitudes toward instrumental harm— the sacrifice of an individual to save a greater number. But 
this approach has serious limitations. Most notably, it ignores impartial beneficence— the positive, 
altruistic core of utilitarianism, characterized by a radically impartial concern for the well- being 
of others. Here, I describe the two- dimensional model of utilitarianism, showing that instrumental 
harm and impartial beneficence are both conceptually and psychologically distinct. I review 
evidence showing they have different patterns of individual differences, associated underlying 
processes, and consequences for how moral decision- makers are perceived. Acknowledging the 
dissociation between instrumental harm and impartial beneficence in the thinking of ordinary 
people has helped clarify existing debates about the nature of moral psychology, its relation to 
moral philosophy, and helps generate fruitful avenues for further research.

 • In utilitarian decision- making, both instrumental harm and impartial beneficence need to be 
considered.

 • Whereas instrumental harm characterizes the sacrifice of an individual to save a greater number, 
impartial beneficence characterizes the radically impartial concern for the wellbeing of others.

 • Both the instrumental harm and impartial beneficence components of reasoning are conceptu-
ally and psychologically distinct.

 • They have different patterns of individual differences, associated underlying processes, and 
consequences for how moral decision- makers are perceived by others.

Introduction

Utilitarianism in its purest form is a radically simple moral philosophy: it holds that the whole of 
morality can be deduced from the single general principle that we should always act in the way that 
would impartially maximize aggregate well- being. It is at first glance a highly attractive philosophy, 
intuitively appealing from the start— who wouldn’t want to maximize the “greatest good for the 
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greatest number”? Utilitarianism has attracted its devotees, people inspired by the theory’s decep-
tively simple basis and its role in progressive calls to do more good for more people— for example 
by calling for wealthy Westerners to donate more of their income to those in the developing world 
or advocating for animals to be included within our typical moral circle and therefore refrain from 
eating meat (e.g. Singer, 2015). But utilitarianism has also been resoundingly criticized for the 
way it can seemingly be used to justify terrible decisions that harm others— torture, murder, even 
infanticide. Utilitarianism remains deeply controversial: beloved and detested in equal measure.

Utilitarianism is a philosophical theory, primarily discussed by ethicists debating the nature of 
right and wrong. But it has also been highly influential in moral psychology, with psychologists 
often describing ordinary people as engaging in utilitarian reasoning or making utilitarian 
decisions. When it comes to traditional moral psychological work on utilitarianism, however, one 
will read little about charity, animal rights, or self- sacrifice. Instead, one will read about run-
away trolleys, torturing terrorists, and strange medical experiments. This research has generated 
important insights into people’s attitudes toward instrumental harm— harm to some to help a 
greater number. However, this approach also has serious limitations. Most notably, it ignores 
impartial beneficence— the positive, altruistic core of utilitarianism, characterized by the impar-
tial and equal concern for the well- being of others. In this chapter I will attempt to plug that gap, 
highlighting the importance of taking a multidimensional approach to understanding utilitarian 
psychology. I will show that these two dimensions, of instrumental harm and impartial benefi-
cence, are conceptually and psychologically distinct; that they exhibit different patterns of indi-
vidual differences; that they seem to rely on different underling psychological processes; and that 
they have distinct social consequences. I will show that by moving beyond sacrificial dilemmas to 
this positive, forgotten core of utilitarian psychology, we can shed new light on old questions, and 
see glimpses of new questions to be asked.

Trolleyology

Sacrificial moral dilemmas are a staple of literature, theatre, films, and— in the last two decades— 
moral psychology. Whether it is runaway trolleys, burning buildings, or highly dubious medical 
procedures, philosophy undergraduates have long been forced to grapple with a central question 
in ethics: When, if ever, is it acceptable to cause harm to some for the benefit of a greater number? 
Philosophers have long engaged in vigorous debates how we should respond to such questions, 
contemplating when and why it is acceptable to endorse instrumental harm. But in the last 20 years, 
psychologists have jumped in too.

To try and understand how, when, and why people engage in (non)utilitarian reasoning,1 moral 
psychologists have used sacrificial dilemmas like the “trolley problem”. Inspired by— and origin-
ally directly using— the trolley dilemmas from philosophy (Foot, 1967), in the sacrificial dilemma 
paradigm participants are typically asked whether it is morally right to sacrifice one person to save 
the lives of five people. The classic finding is that when the sacrifice is achieved by “impersonal” 
means (e.g. switching a runaway trolley to a different track), most people endorse it, though when 
it is requires “personal” means (e.g. pushing someone off a footbridge), a large majority rejects 
it as immoral (e.g. Greene et al., 2001). While classic utilitarianism says we should always sac-
rifice one to save the greater number, then, troublesome humans do not agree— at least in more 
direct, personal, physically confronting cases. This, in psychological terms, can be described as 
the “trolley problem”: why it is that we endorse instrumental harm in sacrificial dilemmas in some 
cases, but not others?
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The classic and highly influential answer comes from the dual process model of morality 
(DPM, e.g. Conway et al. 2018; Greene, 2008, 2014; Greene et al. 2001, 2004; see also Conway, 
this volume). Dual process models in psychology describe cognition as resulting from the com-
petition between quick, intuitive, and automatic processes, and slow, deliberative, and controlled 
processes (e.g. Chaiken & Trope, 1999). In the classic trolley problem, Greene et al. (2001) have 
argued that in impersonal dilemmas the utilitarian- consistent decision to sacrifice is driven by 
controlled, cognitive processes, while automatic, intuitive processes are activated exclusively in 
personal dilemmas because of the emotional aversion to harm that such dilemmas involve. When 
individuals make the pro- sacrificial decision— often called utilitarian decisions— it is thought that 
they employ deliberative processing to repress their initial intuition and solve the dilemma using 
utilitarian cost- benefit analysis. Building on this, the DPM suggests non- utilitarian (often referred 
to as deontological) aspects of our moral decision- making are based in intuitive gut- reactions, 
while utilitarian decisions (e.g. sacrificing one to save a greater number) are uniquely attributable 
to effortful moral reasoning (see also Conway, this volume, for differences between hard vs. soft 
dual process models).

As can be seen in Conway’s chapter in this same volume, moral psychology has adopted the 
sacrificial dilemma paradigm with vigor in the 20 years since Greene et al. published their seminal 
Science paper. Research shows, for example, that participants typically take longer to make pro- 
sacrificial decisions— suggesting these decisions are dependent on more controlled, deliberative 
processes— and pro- sacrificial decisions are associated with stronger activation in brain regions 
that support controlled, deliberative processes, such as the dlPFC. Most recently (and impres-
sively), recent work by Patil et al. (2021) shows across eight studies using a variety of self- report, 
behavioral performance, and neuroanatomical measures, that individual differences in reasoning 
ability and cognitive style of thinking are associated with increased pro- sacrificial decisions. Part 
of the reason that the sacrificial dilemma paradigm and DPM has been so influential is that it aims 
to shed light not just on how people respond to artificial trolley dilemmas, but how, when, and 
why people do— or do not— engage in utilitarian reasoning more generally. Sacrificial dilemmas 
are typically taken as being the central source of conflict of utilitarian and non- utilitarian eth-
ical approaches, with the idea that through studying sacrificial decisions we can understand why 
people engage in utilitarian reasoning in general (see Kahane & Everett 2022 for extended dis-
cussion on the role of the sacrificial dilemma paradigm in psychology). But there is a piece of the 
puzzle missing, the central, positive core of utilitarianism: impartial beneficence.

A missing piece: impartial beneficence

From its conception, utilitarianism has been a radically demanding and progressive ethical view. 
Philosophically, classical utilitarianism is neither solely about sacrificial harm or the rather mun-
dane view that we should think about whether actions have positive consequences for well- being. 
Utilitarianism makes the much more radical claim that we must impartially maximize the well- 
being of all persons, rather than the rights of any specific individual, regardless of our personal, 
emotional, spatial, or temporal distance from the people involved (the positive dimension, or what 
we call “impartial beneficence”); and that this aim is not constrained by any other moral rule, 
including those forbidding us from intentionally harming innocent others (the negative dimension, 
or what we call “instrumental harm”). This, in a simplified form, is utilitarianism philosophic-
ally. The two dimensions are connected, but dissociable. They are connected because instrumental 
harm can be seen as consequence of impartial beneficence in utilitarianism: if all that matter is 
impartially maximising overall, aggregate welfare (impartial beneficence), then sometimes that 
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might mean we have to harm some people in order to bring about a better state of affairs for a 
greater number of people (instrumental harm). But they are also dissociable: Kantian ethics might, 
for example, endorse some aspects of impartial beneficence by saying that we must give equal 
respect to all rational beings (see Mihailov, 2022) but reject instrumental harm by saying it is not 
acceptable to use one person as a means to an end, as in the classic footbridge dilemma.

Much work on utilitarianism over the last two decades has focused on decisions in the negative 
dimension of instrumental harm, measured in sacrificial dilemmas. But this is far from the central 
motivating claim of utilitarianism, nor is it even the only interesting claim. Utilitarianism tells us to 
not only maximize our own well- being, or those close to us, but rather to maximize the well- being 
of all other sentient beings on the planet (Bentham, 1789). It is for this reason that utilitarians have 
historically been leading figures in efforts against sexism, racism, and “speciesism”; key advocates 
of political and sexual liberty; and key actors in attempts to eradicate poverty in developing coun-
tries. Take the leading utilitarian philosopher Peter Singer, who argued extensively for the more 
“positive” aspects of utilitarianism theory through advocating for animals to be included within 
our moral circle (Singer, 1975) and highlighting the demands of relatively affluent Westerners 
to do much more good to help those in other countries, even at significant personal cost (Singer, 
2015). As I will show in the remainder of this chapter, understanding this positive core dimension 
of impartial beneficence is central to understanding utilitarian psychology more generally.

The two- dimensional model of utilitarian psychology

The two- dimensional (2D) model of utilitarian psychology (Everett & Kahane 2020; Kahane et al. 
2018, Kahane & Everett, 2022) brings together this missing piece in the psychology study of utili-
tarianism. The model is based on the recognition that there are at least two primary ways in which 
utilitarianism, as a philosophical theory, departs from our common- sense moral intuitions: first, it 
permits harming innocent individuals when this maximises aggregate utility (instrumental harm); 
and second, it tells us to treat interests of other individuals as equally morally important, without 
giving priority to oneself or those to whom one is especially close (impartial beneficence).

There is a growing amount of evidence that as well as being conceptually distinct, these two 
dimensions of utilitarianism are psychologically distinct too. For example, if utilitarianism is a 
single, unitary psychological construct (which is necessary for us to make conclusions about utili-
tarianism in general on the basis of questions about sacrificial dilemmas specifically), then we 
should see similarities in how people respond to different kinds of questions reflecting paradig-
matic utilitarian judgments. Unfortunately, the existing evidence suggests that we do not (Kahane 
& Everett et al. 2015; 2018; see also Conway et al. 2018). For example, people who endorse 
“utilitarian” sacrifice of one person to save five in trolley- style dilemmas are not more likely to 
also endorse “utilitarian” maximization of welfare in questions about helping people in far off 
countries, reducing suffering of animals, or making sacrifices now for future generations. In fact, 
sometimes people who make the first kind of “utilitarian” judgments are less likely to make the 
second kind of “utilitarian” judgment.

If the psychology of instrumental harm is meaningfully different from the psychology of impar-
tial beneficence, it means that much of our previous work on “utilitarian psychology” has only told  
half the story at best. By focusing on the sacrificial dilemma paradigm, we have gained important  
insights into when, why, and how people endorse the instrumental harm of some in pursuit of the  
greater good. But we cannot assume that these findings about the psychology of instrumental harm  
generalize to the psychology of impartial beneficence (the “generalizability question”: Everett &  
Kahane, 2020). In fact, as I will show in the remainder of this chapter, there is significant emerging  
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evidence that the findings cannot generalize: that just as someone who endorses instrumental harm  
is not necessarily more likely to endorse impartial beneficence, the two dimensions are associated  
with contrasting patterns of individual differences; seemingly dependent on different psycho-
logical processes; and result in distinct social perceptions of others.

This insight, that instrumental harm and impartial beneficence are not only conceptually but also 
psychologically distinct, therefore sets up both a challenge and an opportunity for moral psych-
ology. The disunity of “utilitarian psychology” results in a challenge because it means we need to 
revisit our conclusions about utilitarian psychology, where findings must be more appropriately 
reinterpreted as elucidating the psychology of instrumental harm specifically. But it also offers an 
opportunity: an opportunity to reconsider established findings, shed new light on seemingly settled 
questions in moral psychology, and an opportunity to come to a more complete understanding of 
how people come to endorse different aspects of utilitarianism.

Individual differences

Distinguishing between instrumental harm and impartial beneficence encourages us to reconsider 
what individual differences have been associated with “utilitarian psychology.” Much work, for 
example, has discussed the association between both clinical and subclinical psychopathy and 

Figure 5.1  Utilitarianism.
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pro- sacrificial instrumental harm decisions (Bartels & Pizarro, 2011; Kahane et al., 2015; Koenigs 
et al., 2012; Wiech et al., 2013— but see Conway et al. 2018 for a contrasting view, as well as 
Conway, this volume). This has led to a rather unflattering picture in the moral psychology of 
utilitarians as cold, unfeeling, even anti- social. But when we look at the endorsement of utilitarian 
impartial beneficence, we see a very different pattern. Indeed, participants’ scores on the instru-
mental harm sub- scale of the Oxford Utilitarianism Scale (OUS) are positively associated with 
subclinical psychopathy and negatively associated with empathic concern (Kahane & Everett et al. 
2018). But we find the opposite pattern is for impartial beneficence: people who endorse the utili-
tarian impartial maximization of welfare (e.g. “It is morally wrong to keep money that one doesn’t 
really need if one can donate it to causes that provide effective help to those who will benefit a 
great deal”) are actually less likely to agree with statements tapping subclinical psychopathy (e.g. 
“For me, what’s right is whatever I can get away with”: Levenson et al. 1995) and more likely to 
agree with statements tapping empathic concern (e.g. “I often have tender, concerned feelings for 
people less fortunate than me”: Davis, 1980). That is, people who feel greater empathy and con-
cern for others can indeed be more likely to endorse utilitarian principles— just in the domain of 
impartial beneficence, not instrumental harm.

What about socio- ideological attitudes, such as religiosity or political ideology? Religious 
systems have often focused on the importance of rule- based moral decision making, and utilitar-
ianism has historically conflicted with religious views (Mill, 1863). In line with this, research using 
sacrificial dilemmas has reported that religiosity is associated with reduced utilitarian endorsement 
of instrumental harm (e.g. Piazza, 2012; Piazza & Sousa, 2014; Szekely, Opre, & Miu, 2015). 
When using our OUS measure of impartial beneficence, however, we have shown that religiosity 
is associated with increased utilitarian endorsement of impartial beneficence (Kahane & Everett 
et al., 2018). This makes sense when one thinks about the impartial, welfare maximizing nature of 
some religious injunctions, and particularly standard accounts of Christian ethics, which generally 
involve quite radical demands for self- sacrifice and impartiality. Indeed, upon his appointment, 
Pope Francis said that “It hurts me when I see a priest or a nun with the latest model car; you can’t 
do this … please, choose a more humble one. If you like the fancy one, just think about how many 
children are dying of hunger in the world” (Francis, 2013). As we have noted before, Peter Singer 
has said almost identical things.

When it comes to political ideology, we again see the dissociation between instrumental harm 
and impartial beneficence. While political liberals are less likely to endorse utilitarian instrumental 
harm (e.g. thinking it is sometimes morally necessary for innocent people to die as collateral 
damage if more people are saved overall), they are actually more likely than their conservative 
counterparts to endorse utilitarian impartial beneficence (e.g. thinking that from a moral perspec-
tive, people should care about the well- being of all human beings on the planet equally, Kahane 
& Everett et al., 2018).

Underlying processes

Just as treating utilitarianism as a non- unitary psychology construct sheds greater light on how 
different kinds of utilitarianism- consistent moral decisions are associated with different indi-
vidual differences, there is also some evidence that the same is true for considering psychological 
processes underlying these decisions. According to the influential dual process model of utilitarian 
decision- making, deliberation favors “utilitarian” reasoning whereas intuition favors “deonto-
logical” decisions (e.g. Greene et al., 2001; Conway et al., 2018; Patil et al., 2021). As with much 
of the work, however, this has been conducted almost exclusively in the context of attitudes about 

 

  

 

 

 

   

 

 



46

Jim Everett

instrumental harm, measured in sacrificial dilemmas. Would the same pattern emerge for impartial 
beneficence?

We have tested this in previous work, looking at how using classic manipulations of cogni-
tive process might shift participants’ endorsement of both impartial beneficence and instrumental 
harm (Capraro, Everett, & Earp, 2020). We conducted three studies in which we manipulated 
participants’ cognitive process by priming intuition or deliberation (Levine et al., 2018), telling 
participants to answer based “on your first, emotional response and your ‘gut- feeling’ … just 
focus on what your intuition tells you” or “on reason, rather than intuition. Focus on thinking and 
reasoning about the question … think carefully about each question.” We then had participants 
complete both the instrumental harm and impartial beneficence items from the OUS. Across three 
studies and in line with past research, we found that those participants in the intuition- primed 
conditions endorsed utilitarian statements about instrumental harm significantly less than those 
who were encouraged to make their decisions through careful deliberation. Importantly, however, 
this was not the case for impartial beneficence. That is, priming intuition (vs. deliberation) reduced 
utilitarian decisions about instrumental harm, but had no effect on impartial beneficence. Again, 
studying only sacrificial dilemmas but generalizing to utilitarian psychology at large can give a 
misleading picture.

Social perceptions

Finally, just as utilitarian reasoning about instrumental harm and impartial beneficence exhibit 
different psychological profiles with individual differences and potentially rely on different 
processes, there is also increasing evidence that they have different social consequences for how 
someone is perceived, and how trustworthy they are seen to be by others.

There is a large body of evidence now showing that people who endorse utilitarian instrumental 
harm in sacrificial dilemmas (e.g. endorsing sacrificing one person to save five) are seen as less 
moral and trustworthy, chosen less frequently as social partners, and trusted less in economic 
exchanges than those who reject it (Bostyn & Roets, 2017; Everett et al., 2016, 2018; Rom et al., 
2017; Sacco et al., 2017; Uhlmann et al., 2013: see Crockett et al. 2021 for a review). We have 
explained this through reference to partner choice models (Everett et al. 2016; 2018), noting that 
the demands that utilitarianism makes in instrumental harm— the demand to break moral norms 
and even cause harm when it maximizes the greater good— are seemingly incompatible with what 
we look for in social partners. When looking for friends or thinking about our family, we want to 
be able to trust that they will support us and do us no harm— even when hurting us would bring 
about the greater good.

But what about impartial beneficence dilemmas? Should, for example, someone spend their 
weekend cheering up their lonely mother or instead help re- build houses for families who have 
lost their homes in a flood? Or should someone give money to help a family member or donate it to 
charity to provide life- saving help to many more individuals in a far- off country? Such dilemmas 
also seem to raise conflicts with what we seek in social partners. The impartial utilitarian standpoint 
seems to depart from what we want from friends and families because it denies the existence of 
“special obligations” to those with whom we have a close relationship. Saving my own child over 
two stranger’s children may not maximize the good, but many deontological ethical approaches 
suggest that it is morally permissible (even required), because I have special obligations to my 
child, ones that I do not have towards a stranger’s children (see Jeske, 2014).

There is evidence that those who help a stranger instead of family members are judged as less 
morally good and trustworthy than those who did the opposite (McManus et al., 2020), and that 
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this pattern of results is seen even when it is clear that helping strangers would maximize the 
greater good. For example, Hughes (2017) presented participants with a description of someone 
facing a dilemma between spending the weekend comforting their lonely mother or instead using 
the time to help rebuild homes for poor families through Habitat for Humanity. They found that 
participants who made the impartially beneficent welfare- maximizing decision to volunteer instead 
of see their mother were seen as having a worse moral character. Similarly, Law et al. (2022) show 
that socially distant altruists (e.g. endorsing donating money to save the life of a distant stranger 
in another country) tend to be seen as having a worse moral character than those who are socially 
close altruists (e.g. endorsing spending their money on a dream vacation for their terminally ill 
child). Interestingly, however, it appears that this potential negativity towards those who endorse 
impartial beneficence may be at least somewhat dependent on the type of social role these people 
have, with people who endorsed impartial beneficence being seen as a worse friend but a better 
political leader (Everett et al., 2018).

We have recently explored the way that endorsing instrumental harm and impartial benefi-
cence might have distinct consequences in trust in political leaders specifically (Everett et al., 
2021). We conducted a Registered Report experiment, recruiting 23,000 participants in 22 coun-
tries over six continents. Participants completed both self- reported and behavioral measures of 
trust in leaders who endorsed utilitarian or non- utilitarian principles about instrumental harm or 
impartial beneficence in a series of real- world inspired dilemmas concerning the COVID- 19 pan-
demic. For example, one instrumental harm dilemma concerned the permissibility of mandatory 
privacy- invading tracing devices to reduce the spread of the virus, and one impartial beneficence 
dilemma concerned whether resources such as medicine should be sent wherever in the world 
they should do the most good or reserved first for a country’s own citizens. Our results showed 
that across both the self- reported and behavioral measures, endorsement of instrumental harm 
decreased trust, while endorsement of impartial beneficence increased trust. Just as impartial ben-
eficence and instrumental harm are associated with different individual differences and seem to 
rely on different psychological processes, so too do they seem to have distinct social consequences 
for how people are perceived— all of which would be obscured if we treated utilitarianism as a 
unitary phenomenon, studying only sacrificial dilemmas.

Future directions

The study of impartial beneficence, this forgotten but central core of utilitarian psychology, is 
woefully neglected when compared to the astonishing amount of research studying instrumental 
harm and sacrificial dilemmas. Luckily for the ambitious new researcher, this means that the fruit 
is ripe for picking. In this final section, I will briefly review just some of many future directions 
that could be especially exciting.

One particularly important new direction that is already happening is looking at how the 
endorsement of utilitarian impartial beneficence relates to real- world examples of impartial wel-
fare maximization. For example, we know that greater concern for animal suffering is positively 
correlated with impartial beneficence, but not instrumental harm (Caviola et al., 2021), and it will 
be interested to explore how real- world animal suffering activists think about these utilitarian 
principles. Similarly, there are strong links between the Effective Altruism movement (MacAskill, 
2015) and the utilitarian principle of impartial beneficence, though it remains to be seen how those 
who fully embrace these principles (e.g. by pledging certain amounts of their income to effective 
charities in the developing world) come to hold their impartially beneficent views. In this vein, 
exciting recent work has looked at how real- world extraordinary altruists— those who donated a 
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kidney to a stranger— scored higher on utilitarian impartial beneficence, but not instrumental harm 
(Amormino et al., 2022). It will be fruitful for future work to consider in more detail the psych-
ology of impartial beneficence in such real- world contexts.

Another open area for future research is to understand the developmental trajectory of the 
(lack of) endorsement of impartial beneficence, and how early environments might influence adult 
moral judgments about the impartial maximization of welfare. While some work has been done 
looking the development of sacrificial judgments (Caravita et al., 2017; Pellizzoni et al., 2010) or 
how unpredictable child environments shape adult judgments about instrumental harm (Maranges 
et al., 2021), we know little about impartial beneficence. How do children start thinking about (im)
partiality in moral judgments when this conflicts with motivations to help more people? How and 
when might children develop ideas about the importance of undergoing small sacrifices for them-
selves to benefit strangers? It will be interesting for future research to consider such questions.

Finally, it will be interesting to understand “interventions” that promote impartial beneficence 
and encourage real- world behavior that impartially maximizes overall welfare. By building on our 
existing knowledge about the psychological barriers to effective altruism (e.g. see Berman et al., 
2018; Caviola et al., 2021) we can start to consider interventions that can promote the endorsement 
of impartial beneficence in other behavioral contexts beyond charitable donations.

Conclusion

In this chapter I hope to have convinced you of the conceptual importance and psychological 
informativeness of treating utilitarianism not as a unitary construct in which we can base 
conclusions solely on the sacrificial dilemma paradigm. Instead, I hope to have shown the way that 
treating utilitarianism as a multidimensional construct, consisting of at least two main dimensions 
of both instrumental harm and impartial beneficence, can shed light on established topics in moral 
psychology and generate new directions in the field. Compared to instrumental harm, the endorse-
ment of impartial beneficence is correlated with different patterns of individual differences, seems 
to rely on different underlying processes, and has different consequences for how moral decision- 
makers are perceived. We have spent two decades studying utilitarianism through focusing on 
sacrificial dilemmas and this work has generated many important insights. But I believe that this is 
only part of the story. There is another part of the study which is woefully underwritten— the story 
of the psychology of impartial beneficence.

Note
1 For consistency with other chapters in this volume I use the terms moral reasoning and moral decisions 

or moral decision- making, instead of the more commonly used “moral judgments”— which is used in 
this handbook to indicate how people evaluate others and others’ moral choices. This should not be taken 
as indicating that when people are responding in sacrificial dilemmas they are (always) engaging in any 
deliberative reasoning process.
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Abstract

In this chapter, we move beyond the treatment of intuition and reason as competing systems 
and outline how social contexts, and especially social identities, allow people to flexibly “tune” 
their cognitive reactions to moral contexts— a process we refer to as “moral tuning.” Collective 
identities— identities based on shared group memberships— significantly influence judgments and 
decisions of many kinds, including in the moral domain. We explain why social identities influ-
ence all aspects of moral cognition, including processes traditionally classified as intuition and 
reasoning. We then explain how social identities tune preferences and goals, expectations, and 
what outcomes care about. Finally, we propose directions for future research in moral psychology.

 • Social identities allow people to flexibly tune their cognitive reactions within moral contexts.
 • The social environment shapes moral intuitions, tuning decisions to reflect the moral norms of 

the group or community to which people belong.
 • Our model assumes that people’s moral decisions are based on weighing the probability of 

certain outcomes as well as people’s preferences, goals, and expectations— and that these con-
siderations are shaped by social identities and group norms.

 • Moral group norms are dynamic and may change over time.
 • Future research is needed to investigate more precisely how shifting norms influence moral 

decisions through social preferences, expectations and/ or salient outcomes.

Introduction

For centuries, philosophers and scientists have argued whether emotional intuition or deliberative  
reasoning is the dominant— or appropriate— force in determining whether things are morally right  
or wrong. Kant (1785/ 1993) saw reason as the primary imperative in moral judgment, whereas  
Hume (1751/ 1983) argued that reason is, and ought to be, ruled by the passions. Classic psycho-
logical accounts of morality emphasized the role of reasoning in moral judgment (Kohlberg, 1969;  
Piaget, 1932/ 1965; Turiel, 1983), whereas more recent approaches emphasize the role of emotional  
intuitions and relegate reason to the role of post hoc justification (Haidt, 2001) or corrective control  
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(Feinberg et al., 2012; Greene et al., 2001). However, much less has been said about the intragroup  
and intergroup dynamics that shape these processes (see Ellemers, Van Der Toorn, Paunov, & Van  
Leeuwen, 2019)— creating a “moral psychology of raceless, genderless strangers” (Hester & Gray  
2020, p. 216). Here, we explore the role the role of social identity in moral cognition.

In this chapter, we outline how social contexts, and especially social identities, allow people to 
flexibly “tune” their cognitive reactions to moral contexts— a process we refer to as “moral tuning” 
(Bocian et al., 2021; Ellemers & van den Bos, 2012; Ellemers et al., 2019; Cohen, 2015; Graham 
et al., 2009; Koleva et al., 2012; Xiao et al., 2016). Our approach is based on extensive evidence 
that collective identities— identities based on shared group memberships— significantly influence 
judgments and decisions1 of many kinds (Ellemers et al., 2019; Ellemers et al., 2013; Hester & 
Gray, 2020; Oakes et al., 1994; Turner et al., 1994). We argue that this framework is critical to 
understand moral judgment and decision making.

Moral tuning by social identities is an intragroup phenomenon in the sense that identified group 
members are motivated to conform to and enforce group norms, as well as pursue group interests 
and goals (Terry & Hogg, 1996; Van Bavel & Packer, 2021). However, these processes often 
have intergroup implications because group norms frequently prescribe how ingroup and outgroup 
members should be viewed or treated (e.g., Crandall et al., 2002; Murrar et al., 2020). Further, 
group norms and goals can themselves be shaped by the intergroup context, emphasizing distinct-
iveness from outgroups (e.g., Berger & Heath, 2008; Turner et al., 1994). As such, moral psych-
ology requires a richer understanding of both the intragroup and intergroup context.

In this chapter, we explain why we argue that social identities influence all aspects of moral 
cognition, including processes traditionally classified as both intuition and reasoning. We then 
describe how social identities tune preferences and goals, expectations, and the outcomes people 
care about (see also Figure 6.1). We end the chapter with directions for future research.

Moving Beyond Intuition versus Reason

Rationalist approaches, long dominant in moral psychology, stress that moral judgments and 
decisions are made through a process of reasoning and reflection (Kohlberg, 1984; Piaget, 1932/ 

Figure 6.1  Moral tuning.
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1965; Turiel, 1983). According to these models, moral action is— and should be— driven by reason 
(Kohlberg, 1975). In the past few decades, intuitionist models have challenged the view that moral 
reasoning is the sole or even primary mover in moral cognition. The Social Intuitionist Model, for 
example, argues that certain situations automatically elicit moral intuitions, which in turn guide 
moral judgments and decisions (Haidt, 2001; Haidt, 2012). This approach assumes that intuitions 
about moralized issues are based on a combination of evolutionary, cultural, and developmental 
influences that accumulate over long periods of time and are often difficult to change through 
reasoning. An overlooked feature of the social intuitionist model is that moral intuitions are shaped 
by the social environment– tuning judgments and decisions to reflect the moral norms of the com-
munity in which humans are embedded. Our chapter explains how the social environment shapes 
moral cognition through the lens of social identities and group norms.

Inspired by dual process theories of human cognition (Chaiken & Trope, 1999; Kahneman, 2003), 
other models of morality have bridged these two perspectives (see also Conway, this volume). Dual 
process models acknowledge the importance of emotional intuitions, while arguing that corrective 
controlled processes can override these automatic responses (Feinberg et al., 2012; Greene et al., 
2001). According to these models, people with the requisite motivation and opportunity can regu-
late and replace their emotional intuitions. However, dual process theorists acknowledge that moral 
psychology, and real- world conflict, is often derived from differences in social identity (Greene, 
2013). Thus, both perspectives acknowledge the power of group dynamics to shape moral cognition.

Social intuitionist and dual process models of morality both assume that moral intuitions 
arise from automatic evaluation of an eliciting situation. Although automatic evaluations (e.g., 
attitudes) were originally charactered as relatively static or fixed— activated almost inevitably 
in response to relevant stimuli— there is considerable research demonstrating that they exhibit 
rapid tuning as a function of goal states and contextual factors (see Blair, 2002). Researchers are 
continuing to uncover the malleability of automatic evaluations, and their susceptibility to influ-
ence from various top- down processes and contextual factors (Cesario & Jonas, 2014; Ferguson 
& Wojnowicz, 2011; Lin & Packer, 2017). For instance, automatic evaluations of group members 
reflect the currently relevant social identities (Van Bavel & Cunningham, 2009) and social norms 
(Sinclair, Lowery, Hardin, & Colangelo, 2005) of the immediate social context. These studies, 
as well as accumulating knowledge about brain function, support a more dynamic approach to 
automatic evaluation (Cunningham & Zelazo, 2007; Cunningham et al., 2007; Van Bavel, Xiao, 
et al., 2012; Van Bavel, Packer, et al., 2012). As such, we propose an alternative approach to moral 
cognition that combines these more recent dynamic understandings of evaluation with research on 
social identity and self- categorization (Turner et al., 1994).

We argue that collective identity processes tune moral cognition, which can occur automat-
ically as different self- categorizations become salient. Group norms and goals— consensual 
understandings of how we should behave and what we are trying to achieve— alter moral cogni-
tion by influencing a person’s preferences, their expectations for others’ behavior (which matter 
in many morally relevant situations), and the outcomes they care about. The same person can per-
ceive themselves in terms of multiple identities (e.g., their race, gender, citizenship, occupation, 
religion, political affiliation, favorite sports team, etc.) and when an identity is salient, the norms 
and goals associated with that identity can influence what they want, what they expect, and what 
elements of possible behavioral choices capture their attention (Van Bavel & Packer, 2021). This, 
in turn, influences their own decisions, as well as how they judge the actions of others. Each of 
these elements can be understood as parameters in a value- computation framework— representing 
the process of moral tuning (see Van Bavel, Pärnamets, Reinero, & Packer, 2022; for a visualiza-
tion see Figure 6.1).
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Our approach to moral cognition is informed by value- based models of decision making from 
the neuroeconomics and cognitive neuroscience (Pärnamets, Shuster, Reinero, & Van Bavel, 2020; 
Van Bavel, et al., 2022). These models argue that multiple mental processes supported by mul-
tiple brain systems give rise to moral judgments and decisions. Our model assumes that potential 
outcomes associated with different choices are weighted by estimates of their probability and the 
preferences and goals of the decision- maker (Van Bavel et al., 2022) and that these computations 
are shaped by social identities (see Van Bavel & Pereira, 2018). The overall computations of the 
value of choices and actions is thus sensitive to information that feeds into computations of these 
three parameters. Of course, many factors, like social network structure and social institutions, can 
shape these parameters, and, ultimately, moral decision- making (Van Bavel et al., 2022). However, 
here, we focus on how social identities can influence moral judgments and decisions by affecting 
the following three parameters: preferences/ goals, expectations, and what sorts of outcomes are 
taken into consideration.

Social Identities Tune Preferences and Goals

Morally relevant situations often involve conflicts between choices about which the interests of 
different parties are in tension. Moral transgressions typically involve an agent putting their own 
desires ahead of the interests, needs, or rights of others, thus causing them harm (e.g., Gray et al., 
2012), whereas acts worthy of moral praise usually involve an agent sacrificing self- interest for the 
sake of someone else’s or the greater good. Value- computation frameworks of cooperation model 
how much people weigh the interests of different parties (e.g., their own versus others’) in terms 
of social preferences (see Van Bavel et al., 2022). Social preference parameters can, for example, 
capture individual differences in how much people prioritize their own outcomes over others’ 
(e.g., pro- selfs versus pro- socials as indexed by social value orientation; Balliet et al., 2009). These 
preferences, along with social norms, inform the computations that underlie decisions to engage in 
selfish or pro- social behavior (Hackel, Wills, & Van Bavel, 2020).

We argue that social identity also influences social preferences, such that people tend to care 
more about outcomes incurred by in- group than out- group members (Tajfel & Turner, 1979; Van 
Bavel & Packer, 2021). For instance, highly identified group members appear to experience vic-
arious reward when they observe in- group (but not out- group) members experiencing positive 
outcomes, as indexed by activity in ventral striatum, a brain region implicated in hedonic reward 
(Hackel et al., 2017). Intergroup competition may exacerbate differences in concern for in- group 
versus out- group targets, causing people to feel empathy when in- group targets experience nega-
tive outcomes but schadenfreude (pleasure in others’ pain) when out- group members experience 
these same events (Cikara et al., 2014). Shared social identities can also lead people to put col-
lective interests ahead of their own individual interests in social dilemmas. For instance, making 
collective identities salient causes selfish individuals to contribute more to their group than when 
these same people were reminded of their individual self (De Cremer & Van Vugt, 1999). This 
shift in behavior was not necessarily because they were less selfish, but rather because their sense 
of self had shifted from the individual to the collective level.

In a paper on the relationship between social identity and moral judgment, students from 
Dartmouth and Princeton watch video of a college football game between their two schools 
(Hastorf & Cantril, 1954). They asked students to report the number and severity of rule 
infractions committed by players on each team. Students from each school differed in their 
reported perceptions: Princeton students recalled that the Dartmouth team made more than double 
the number of infractions than Princeton, whereas Dartmouth students recalled that both teams 
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made about the same number of infractions. This suggests that collective identities can tune 
moral judgments— even altering their attention and memory for events (see Xiao, Coppin, & Van 
Bavel, 2016).

Researchers have found that people more readily excuse moral transgressions committed by 
in- group members compared to out- group members (Uhlmann et al., 2009; Valdesolo & DeSteno, 
2007, see Jetten & Crimston, this volume). Indeed, the influence of groups on moral cognition 
may extend to children as young as three years old, leading kids to perceive within- group (but 
not between- group) harm as an intrinsic moral transgression (Rhodes & Chalik, 2013). People 
are more willing to punish out- group than in- group norm violators when responding reflexively 
(quickly or under cognitive load), suggesting that group boundaries can shape automatic moral 
judgments (Yudkin et al., 2016). However, this is not inevitable and people can overcome these 
biased reactions with deliberation.

An important exception to these findings is the “black sheep effect,” in which in- group 
norm violators are condemned more than out- group violators. This is especially the case when 
such violations dilute boundaries between groups or threaten the validity of in- group norms 
(Marques & Paez, 1994). Contrasting with research finding that in- group transgressors are 
given greater clemency, these findings underscore how collective motivations shape moral 
evaluation. Goals to preserve positive and distinct social identities may, in different contexts 
or groups, promote more leniency or harshness depending on relevant collective demands. 
The punishment of in- group norm violators might be more severe among children of left- 
wing parents, while the punishment of out- group norm violators might be more severe among 
children of politically right- wing parents (Leshin et al., 2022). Thus, decisions to engage in 
in- group favoritism or harsh in- group punishment might be dictated by ideological or partisan 
influences.

While there is an overall tendency for people to prefer their own groups over others (Tajfel, 
1970), the social preferences that people deem appropriate and important to weigh in decision- 
making are often shaped by social norms. At times and in certain groups, norms may espouse 
egalitarianism or allyship rather than parochialism, causing people to extend greater concern to 
out- group interests. Moreover, group norms influence how widely members draw their circles 
of moral concern, which can include a far larger swathe of humanity than just the in- group (Van 
Bavel & Packer, 2021). Activating inclusive identities and cultivating these social norms might be 
key to motivating people to place a greater emphasis on the welfare of a diverse group of strangers. 
For instance, a study in 67 countries found that people who identified with their nation were more 
likely to support a variety of costly public health behaviors (e.g., Van Bavel et al., 2022).

Social identities tune expectations

Computations of value are a function of potential outcomes weighted by their likelihood and 
decision- makers’ preferences and goals. The influence of groups on expectations regarding the 
likelihood of different choices may be most relevant in social dilemma situations, in which 
outcomes are highly dependent on choices made by others (Van Lange et al., 2015). Shared iden-
tities increase cooperative behavior in part through expectations, specifically expectations based 
on the norm that fellow group members behave in a trustworthy fashion toward one another 
(Foddy et al., 2009; Platow et al., 2011). One line of research to this effect had people play trust- 
type games with in- group and out- group members. The players knew the group membership of 
their partners, but the experimenters varied whether they believed that their partners were aware of 
the players’ social identity. Only when people believed that in- group partners were aware of their 
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shared group membership (i.e., that they were in- group members) did they trust them more than 
an out- group partner (Foddy et al., 2009; Platow et al., 2011).

People are also motivated to conform to moral norms because of how they expect group 
members to respond if they deviate. Making moral choices that are socially desirable to one’s 
in- group can lead to acceptance and praise, whereas acting in ways deemed immoral often leads 
to criticism or ostracism (Henrich et al., 2006; DeScioli & Kurzban, 2009; Hui et al., 2020; Fehr 
& Schurtenberger, 2018; Henrich & Muthukrishna, 2021, see Jetten & Crimston, this volume). 
Furthermore, concerns about group norms are especially active in moral (vs. non- moral) decisions, 
where even considering the wrong moral choice may cause a person to be perceived as “tainted” 
(Tetlock, 2003; Ginges et al., 2007). The expectations of social sanction are powerful motives for 
group members who care about their inclusion and reputation in a group.

Social identities tune what outcomes matter

People are multifunctional entities who shift between different identities (Turner et al., 1994) and 
decision- making mindsets (Tetlock, 2002). Thus, the same person may alternate between acting as 
an “intuitive economist” animated by utilitarian concerns and a “principled theologian” animated 
by the need to protect sacred values from secular encroachments. When deciding how to spend 
money we have allocated for travel, for example, we can focus on a variety of desired outcomes. 
If we are seeking to maximize fun and relaxation, options involving sunshine, beaches, and drinks 
with umbrellas may seem particularly appealing. If we are thinking about advancing our career 
goals, options that would allow us to attend a conference are priorities. If we are worried about 
the environmental future and want to minimize our carbon footprint, we might opt to remain local 
and enjoy a staycation. As such, these mental frames shape attention and decisions, as well as 
judgments about other people’s choices (Jarudi et al., 2008; Van Bavel, Packer, et al., 2012).

The identities and mindsets we bring to bear have a profound influence on how we make 
decisions. For instance, asking people to consider the moral (versus pragmatic or hedonic) 
implications of different actions, led them to make faster, more extreme judgments— and impose 
their judgments on others (Van Bavel, Packer, et al., 2012). Likewise, assigning people to the   
perspective of a decision- maker as opposed to a decision- recipient reduced their concern with fair 
treatment and increased their concern with outcomes (Heuer et al., 2007). The importance and 
meaning of abstract moral concepts, like procedural justice (Field & House, 1990; Heilman et al., 
1984; Houlden et al., 1978; Lissak & Sheppard, 1983) and distributive justice (van Yperen et al., 
2005), can be moderated by people’s roles and contexts.

Group norms play an important role in shaping which sorts of outcomes people attend to. 
Norms influence whether a decision or judgment is understood to be one into which moral or   
ethical values should be incorporated or not. Moberg and Caldwell (2007) described this in terms 
of “moral imagination” (see also Werhane, 1998).

Given any decision situation … moral imagination will lead people to identify the eth-
ical implications of that decision more frequently than they would otherwise. In contrast, 
decision- makers whose moral imagination remains dormant will handle potentially ethical   
situations without recourse to their personal inventory of ethics- related talents and skills.

(p. 194)

Whether people exhibit moral imagination is shaped by norms regarding appropriate ways of 
making decisions. For example, in an experiment that manipulated perceptions of organizational 
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culture, they found that people assigned to an organization that ostensibly valued ethical behavior 
(versus product quality) exhibited greater moral imagination (i.e., greater consideration of ethics 
in decisions; Moberg & Caldwell, 2007).

Of course, moral sensibilities of groups can change with time. For instance, attitudes towards 
slavery, smoking, and vegetarianism have all been moralized, changing from activities widely 
construed as economic or personal decisions to acts rife with moral meaning (Rozin, 1999; Rozin 
et al., 1997). The process of moralization usually involves a shift in norms about what sorts of 
outcomes should be attended to, such that choices once evaluated in hedonic or pragmatic terms 
come to be consistently evaluated in moral terms. These attitudes are known as “moral mandates,” 
because they are rooted in moral convictions and operate differently from other attitudes (Skitka 
et al., 2005). For example, people’s beliefs about the extent to which a specific issue (e.g., 
abortion) is rooted in morality predict behavior over and above other attitude strength indices 
(e.g., extremity, accessibility, certainty; see Täuber, this volume). Amoralization, where values 
become preferences so that people no longer evaluate what was once a moral issue in moral terms 
(e.g., divorce), can also occur

Directions for future research

Our model of how social identities tune moral cognition raises several prospects for future research. 
The social identity approach provides a foundation for further studying the role that leaders play 
in shaping moral cognition, particularly by influencing followers’ conceptions of group interests 
and goals (what we’re striving to achieve; Haslam et al., 2020). Identity leadership has clari-
fied why the “guards” in the famous Stanford Prison Experiment engaged in brutality towards 
the “prisoners” (Haslam, Reicher, & Van Bavel, 2019) and how US President Donald Trump 
mobilized his supports to engage in a violent insurrection of the Capitol Building (Haslam et al., 
2022). More work is needed on the impact of leadership across a much broader array of contexts, 
and especially on pro- social behavior.

This work should also extend to organizational and institutional contexts where moral 
imagination has been investigated. Scholars should examine how group identities influence 
the types of outcomes (e.g., moral, hedonic, economic) actors are attentive to as they render 
judgments and make decisions. Under what conditions do groups encourage “moral imagin-
ation” (Moberg & Caldwell, 2007), focusing members on morally relevant concerns? Shifting 
attention to moral considerations is an urgent issue in organizations where theft, insider trading, 
and the mistreatment of others is common. It is also important for organizations that impact 
society negatively (e.g., producing pollution) and could be motivated to care about human 
welfare.

Value- based models of decision making are attentive to how multiple mental processes 
supported by multiple brain systems give rise to judgments and decisions, allowing us to move 
past heuristic models of human cognition. There is great scope for research on how basic cogni-
tive (e.g., perception, attention), higher order cognitive (e.g., language, memory), and social cog-
nitive (e.g., mind perception) processes shape value computations and thereby influence human 
morality (Gantman & Van Bavel, 2015; Pärnamets et al., 2015; Van Bavel et al., 2022). However, 
connecting this work to a unified theoretical model has been missing in the literature. We believe 
the value- based approach offers one fruitful direction for bridging these levels of analysis. But 
more empirical work is needed that formally incorporates these elements.
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Conclusion

For centuries, philosophers and scientists have debated the role of emotional intuition and reason 
in moral judgment. Thanks to theoretical and methodological developments over the past few 
decades, we believe it is time to move beyond these debates. We argue that social identity can 
tune the intuitions and reasoning processes that underlie moral cognition (Van Bavel et al., 2015). 
Extensive research has found that social identities have a significant influence on social and moral 
judgment and decision- making (Oakes et al., 1994; Van Bavel & Packer, 2021). This approach 
offers an important complement to other theories of moral psychology and suggests a powerful 
way to shift moral judgments and decisions— by changing identities and norms, rather than hearts 
and minds.
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THE INTERGROUP LEVEL

Human =  moral— the boundary conditions for 
moral reasoning engagement in intergroup contexts

Lasana T. Harris and Ramandeep Mungur

Abstract

Humans rely on moral reasoning to determine whether a target belongs to the category human or 
not. We propose an evolutionary theory of the boundary conditions for moral reasoning engage-
ment, particularly as it relates to ingroups and outgroups. Morality co- opted disgust as an emotional 
response to protect the ingroup from violation. We argue that moral reasoning— and subsequent 
attribution of humanity— is gated by the same principle that regulates disgust and more general 
emotional responding: contaminant proximity. Proximity— both physical and psychological— 
of a violator to a harm determines whether moral reasoning gets engaged or not. This engages 
avoidance action- tendencies that short- circuit moral reasoning, resulting in moral disengage-
ment. Finally, there exist prepared stimuli that trigger moral intuition without moral reasoning. 
We describe gates that determine whether moral reasoning is facilitated or inhibited, explaining 
moral decisions, and moral behaviour toward ingroups and outgroups driven by whether they are 
considered fully human.

 • Moral reasoning is gated by considered humanity, which in turn affects the perception of 
outgroups and intergroup relations.

 • Moral reasoning occurs more in the context of ingroup than outgroup members because ingroup 
members may be viewed to be more fully human.

 • Whether others are perceived as (fully) human depends on their physical and psychological 
proximity, moderated by disgust.

 • Disengaged moral reasoning towards outgroup members may result in avoidance action ten-
dencies such as dehumanisation and deindividualisation— which may make them the victim of 
immoral acts.

Introduction

Human beings evolved in small groups. This fundamental truth about human evolution shaped 
the brains and cognitive processes of modern humans (Dunbar, 1992). In our evolutionary his-
tory human beings living in hunter- gatherer societies may have considered ‘human’ to represent 
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the ingroup since interactions with outgroup members was much rarer than in modern human 
societies. As such, we argue that morality evolved to safeguard the ingroup, ensuring everyone 
abided by the social contract or ingroup norms (Harris, 2017). Morality still serves this primary 
function today.

In this chapter, we will use this evolutionary lens to view moral reasoning in intergroup contexts. 
We begin by defining moral reasoning and posit that its gating determines who is considered 
human. We then consider contaminant proximity as an approach to understanding the gating of 
moral reasoning. Next, we consider how the gating of moral reasoning affect the perception of 
groups and their behaviour. We then consider avoidance action tendencies— deindividuation and 
dehumanisation— that facilitate the moral disengagement of outgroups. Finally, we discuss how 
outgroups might be considered prepared stimuli that elicit moral emotions, before suggesting 
future directions for research. For a visualisation of the model we propose, see Figure 7.1.

The delineation of ‘ingroup’ member from not is complex and fluid in human society since  
people hold multiple identities and belong to many social groups (Linville, 1985). People rely on  
familiarity and similarity to help determine whether a conspecific is human or not (Harris & Fiske,  
2011). Moral protection is reserved for the ingroup, but the delineation of group membership could  
occur along either of these two dimensions, meaning that morality could be extended beyond the  
actual members of the ingroup if that group is defined by familiarity. Early human outgroups were  
unfamiliar, and perhaps dissimilar only in vocal prosody and accent. Therefore, moral protection  
was reserved just for highly familiar and similar others. This relatively loose delineation of group  
boundaries allows the perceived in- group and thus moral protection to be extended to previous out-  
groups, pets, and institutional symbols (Kwan & Fiske, 2008). Further, increased human migration  
meant some outgroup members were potential future allies, so a strict carving of the world into  
‘us’ and ‘them’ may not have always been feasible. Here, moral reasoning again played a role in  
determining who was able to join the ingroup and who was not (Harris, 2017). In short, we argue  

Figure 7.1  Distal, mixed, and proximal model of the self.
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that moral reasoning determines whether a conspecific is human or not, and conversely, ingroup  
members (as full human beings) promote moral reasoning, while outgroup members do not.

Before continuing, we must distinguish concepts commonly conflated in the literature. Here, 
morality is the set of cognitive and affective tools that result from consideration of potential harm 
and suffering of others. Moral reasoning is the process of integrating emotional and non- emotional 
information to make a moral decision. When making such decisions, one must first decide if their 
toolkit of moral heuristics ought to be used. In contrast, moral judgements require moral reasoning 
but result in opinions, attitudes, and other forms of self- report instead of behaviour. Given that 
attitudes and behaviour often differ (LaPiere, 1934), as do hypothetical judgements and conse-
quential decisions (Camerer & Mobbs, 2017; Kang, Rangel, Camus, & Camerer, 2011), moral 
judgements likely often differ from moral decisions, though not always.

When moral reasoning is engaged, people consider both the suffering that may result from 
the moral decision (i.e. a utilitarian ethic) and the moral principles that act as axioms of ought 
behaviour (i.e. a deontological ethic). Moral decisions therefore result from moral reasoning about 
consequential behaviour, such as donating money to charity or administering electrical shocks as 
punishment. This involves weighing both the significance of utilitarian and deontological informa-
tion and using this to resolve any conflict between them.

Moral reasoning relies on mentalising— considering the thoughts and feelings of others— in 
the context of threat detection and harm avoidance. This makes moral reasoning a form of social 
cognition. Current theorising suggests social cognition is flexible, that is, people can engage social 
cognition or not depending on their goals or the social context (Deroy & Harris, under review; 
Harris, 2017). Therefore, we argue that moral reasoning is also flexibly engaged. Here, we go 
beyond the traditional approach to moral reasoning and intergroup behaviour that focusses almost 
exclusively on social exclusion (e.g. Rutland & Killen, 2015) to describe a principle that gates 
moral reasoning, allowing it to be engaged or not in intergroup contexts.

Moral reasoning is gated by contaminant proximity

Morality evolved to protect social groups from behaviour that causes harm or suffering. As such, it 
relies on disgust— an emotion evolved to guard against the violation of the ‘body envelope’— the 
parts of the body where chemicals can enter, including the skin, mouth, nose, reproductive and 
waste organs (Haidt, Rozin, McCauley, & Imada, 1997) and avoid pathogens (Curtis, Aunger 
& Rabie, 2004; Van Leeuwen et al., 2012). Physiological disgust responses to moral violations 
overlap with contaminant avoidance (Chapman et al., 2009), suggesting that moral disgust relies on 
the same mechanisms as physical disgust (see also the section on Moral Emotions, this volume, for 
more information on disgust). Disgust is a threat detection mechanism or a type of fear (Klucken 
et al., 2012). As such, it relies on a principle that determines whether a threat is present or not, 
thus able to contaminate— contaminant proximity. Here, we argue that this principle is relevant for 
moral reasoning as well, influencing whether perceivers engage in moral reasoning, considering a 
target as human and an ingroup member.

The principle of contaminant proximity states that the closer a person is to a morality- relevant 
stimulus, the more likely it is that moral reasoning is engaged. If the person is far enough away 
from a morality- relevant stimulus, moral reasoning is not engaged. Proximity therefore triggers 
avoidance action- tendencies— cognitive mechanisms that can block moral reasoning engagement. 
These include cognitive mechanisms that disengage social cognition, a sense of self, and agency, 
and are captured in theorising regarding dehumanisation and deindividuation— forms of moral dis-
engagement (Bandura, Barbaranelli, Caprara, & Pastorelli, 1996; Harris, 2017; Postmes & Spears, 
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1998). Such cognitive mechanisms are often triggered by goals or the social context, such as 
seeing a group of young males approaching you, leading to you crossing the street. Further, certain 
behaviours will engage a moral intuition independent of moral reasoning, similar to the manner 
in which prepared stimuli trigger disgust even if people know there is no contaminant threat (e.g. 
a piece of chocolate shapes like faeces). In an intergroup context, this suggests that people may 
be less likely to reason about the behaviour of outgroup members than ingroup members because 
outgroup members are more psychologically and often physically distant.

Proximity plays a central role in construal level theory (CLT). CLT claims that we understand 
and interact with our environment via construals— cognitive representations ranging from con-
crete to abstract (Trope & Liberman, 2010). For instance, if we are making our way through a 
crowd, we may perceive the people who make up the crowd as many individuals, whereas if we 
were to see a crowd of people from a hill, we may perceive that crowd as a single unit, even though 
we know that the crowd is made up of many people. These construals can be considered abstract 
when thinking of the crowd, or concrete when thinking of the individuals. As we zoom in from 
our vantage point, the crowd becomes individuals. In this sense, the resolution of our perception is 
inversely proportional to the distance between us and that with which we interact.

Psychological distance measures how far something (a construal) is to the self. It interacts 
with CLT since as psychological distance increases, the preference for more abstract construals 
increases (Trope & Liberman, 2010). Lower resolution (more general) rules of the world ought to 
be more stable with distance, be this distance physical, psychological, or otherwise. Our morals 
are themselves abstract, hence ought to be more stable with psychological distance; research 
demonstrates that they are more salient in our reasoning when thinking about the distant future 
compared to the near future events (Eyal, Liberman, & Trope, 2008; Gong & Medin, 2012; Žeželj 
& Jokič, 2014). Moreover, abstract construals trigger more stereotyping and group- based biases 
(McCrea, Wieber, & Myers, 2012), suggesting they play a role in intergroup perception.

How might CLT then influence our judgements with the classic trolley and footbridge problems 
(e.g. Thomson, 1985)? We would expect that as the scenarios progress from further (distal) to 
closer (proximal) physical distance, moral emotions and consequently deontological ethics are 
given a higher weight in the moral reasoning process because of diminishing physical distance 
between the agent and the patient. Experiments using similar scenarios have found that people 
find killing one versus five more morally acceptable in the psychologically distal versus proximal 
condition (Greene et al., 2001; Lanteri et al., 2008). Given that the choice to kill one or five (and 
by extension save the other(s)), it seems curious that the distal condition elicits the above results.

Through the lens of CLT, one can argue that utilitarian reasoning (e.g. the life of one person 
is less valuable than the lives of five) becomes most salient in the psychologically distal condi-
tion, while the deontological reasoning (e.g. no life should be sacrificed) becomes more likely in 
the proximal condition. This is akin to Greene et al.’s (2001) personal/ impersonal distinction. In 
deontological judgements, other factors such as the humanness of the patient, social group mem-
bership, and indeed the agency of the participant, increase in salience (Cikara, Farnsworth, Harris, 
& Fiske, 2010), decreasing the palatability of the utilitarian judgement. This suggests that distance 
moderates the weight ratio of emotional to non- emotional information during moral reasoning, 
hence moderating the probability that either deontological or utilitarian ethics is used. This is but 
one example of how CLT can affect moral reasoning extended to social groups.

Moral disgust acts as a moral intuition that inhibits moral reasoning about moral violations 
that coincide with body envelope violations (Giner- Sorolla & Harris, 2014; Russell & Giner- 
Sorolla, 2013). Further, in countries with high pathogen densities, disgust sensitivity and the 
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relative weighting of disgust- associated moral foundations are elevated (Van Leeuwen et al., 
2012, Graham et al., 2016). Given that, by definition, something that could harbour pathogens 
is more dangerous as its distance to the self decreases, it follows that moral emotions too will be 
more readily activated as the psychological distance from a disgusting action decreases (e.g. an 
agent killing a patient with their bare hands). It may also be the case that the more disgusting one 
perceives something to be, the more proximal it is perceived to be, demonstrating how our visceral 
reaction can influence our moral reasoning (and judgements).

Emotional reactivity decreases as psychological distance increases (Van Boven et al., 2010). 
Therefore, sacrificing a stranger increases the weight of emotional information (deontology) and 
reduces the weight of non- emotional information (utilitarianism) as psychological distance is 
reduced because disgust becomes more salient. Indeed, this explains people’s reticence to kill 
a patient to harvest their organs to save five others who need the patient’s organs, as in another 
iteration of the trolley problem (Waldmann & Dieterich, 2007). Here, disgust associated with 
organ harvesting is salient as one imagines physically cutting out the organs. Nonetheless, disgust 
itself can slow us down and encourage caution whilst gathering more information to understand 
whether it is better to approach or avoid a construal. Thus, disgust is an emotion that helps inform 
the appropriate adaptive psychological distance between us and a construal. This is consistent with 
outgroups who, by nature of their increased psychologically distance, elicit more disgust responses 
(Fiske, Cuddy, Glick, & Xu, 2002).

The influence of proximity on moral reasoning for intergroup relations

We now consider the implications of moral reasoning and contaminant proximity for intergroup 
relations (see also Figure 7.1). Ingroup members— who are psychologically more proximal in part 
because they are evolutionarily safer to be close to— are morally judged and policed more than 
out- group members (Meleady, Hodson & Earle, 2021; Wang et al., 2017). It follows that we are 
more likely to utilise our moral heuristics when reasoning in the context of ingroup members than 
out- group members, viewing ingroup members to be moral thus fully human. It may also be the 
case that we are more likely to consider someone to be an ingroup member if we perceive them 
to be moral.

Consider how proximity predicts moral judgements across three hypothetical moral dilemmas 
based on the classic trolley problem (Foot, 1967); sacrificing a life to save many lives by: (i) 
pushing a lever; (ii) pushing a person; and (iii) harvesting organs. In these hypotheticals, prox-
imity is operationalised as both physical and psychological distance, that is, the space between 
the person engaged in the harmful behaviour (agent) and the victim who incurs suffering or harm 
(patient). Increased distance results more utilitarian judgements and less moral condemnation of 
the agent.

While the relationship between moral emotions and proximity is positive for moral judgements 
and decisions, the relationship may be negative for moral non- emotional information. Consider 
the case of sentencing blue and white- collar crimes. In these real- world cases, proximity is 
operationalised in the same manner as hypotheticals, and increased distance also results in less 
moral condemnation and punishment of the agent. That is, blue- collar crimes (e.g. murder, mugging, 
etc.) appear more psychologically proximal than white- collar crimes (e.g. money laundering, tax 
evasion) due to a reduced distance between the agent and patient, and thus emotional informa-
tion is likely to be given a higher weight. This increases the weight of moral emotions (e.g. dis-
gust, moral outrage) and hence harshness regarding the sentencing decisions for blue- collar crimes 
(Gottschalk & Rundmo, 2014).
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Moreover, those who commit white- collar crimes might be perceived to come from groups 
perceived as high in competence, eliciting the in- group emotion pride and the ambivalent emotion 
envy (Fiske et al., 2002). When examining this more closely, one could argue that an ingroup, 
whilst more likely to be judged via emotional than non- emotional information, may also be 
forgiven more readily as not all (moral) emotions will be negative. Outgroup criminals on the 
other hand are more prone to be appraised via emotional responses such as disgust— part of a 
dehumanised perception— that may play a larger role in judgements about them. This could lead 
to disproportionate sentences for ingroup versus outgroup criminals.

Additionally, there is more psychological distance between the agent and patient in white- collar 
crimes; money laundering by a corrupt businessperson (agent) affects the government’s tax rev-
enue stream, which affects everyone in the country (patients). This is a very different type of crime 
from a physical attack at a large public event, where agent and patients are near each other when 
the harm occurred. This suggests an increased weighting of non- emotional vs emotional informa-
tion when people decide punishment for white-  relative to blue- collar crimes.

Brain imaging and behavioural data illustrate the difference between blue-  and white- collar 
crimes; in one study, participants read vignettes describing blue-  and white- collar crimes matched 
on government sentencing guidelines such that both types of crimes would receive the same sen-
tence in the court of law. Behavioural results reveal that punishment decisions were less severe 
for white- collar crimes (below the government sentencing guidelines) versus blue- collar crimes 
(which matched sentencing guidelines). Converging evidence comes from brain activity patterns in 
regions underlying moral reasoning, showing less engagement by white- collar crimes (Capestany 
& Harris, 2014). Such evidence is consistent with the contaminant proximity principle, demon-
strating that proximity gates moral reasoning.

Another example of non- emotional reasoning following an inverse relationship with contam-
inant proximity comes from the legal research on dignity takings; these describe instances where 
government bodies and institutions have enacted legislation that deprives people of their prop-
erty, schools, hospitals, homes, and even culture (Harris, 2018). Such consequences occur usually 
to societal outgroups: ethnic minorities, lower class people, or other societal outgroup patients 
that are often never considered by the governmental agent acting in their professional role. This 
highlights how psychological distance can affect real- life outcomes for traditionally marginalised 
societal groups.

Denying outgroup members moral reasoning: avoidance action- tendencies

Flexible social cognition theory states that people’s tendency to consider other people’s minds is not 
inevitable in the presence of another (Deroy & Harris, under review; Harris, 2017). Given that an 
inference of another person’s mind allows them to be perceived as fully human, a failure to engage 
social cognition signifies that the target is not processed as fully human. Such a dehumanised 
perception excludes the target from the bounds of moral protection, making it easier to justify 
immoral behaviour towards the target (for review, see Harris & Fiske, 2009). In the context of 
moral reasoning, flexible social cognition could be viewed as part of the construal construction 
process. Psychological distance may mediate the extent to which our social cognition is engaged 
(and thus change the construal of the target), and the process of engaging or disengaging our social 
cognition may mediate psychological distance consciously, subconsciously, or both.

Dehumanised perception is an avoidance action- tendency— an evolved mechanism for behav-
iour to distance oneself from, and avoid, others— in the moral domain. Dehumanised perception 
occurs to people perceived as societal outcasts; people experiencing homelessness and injection 
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drug users (Harris & Fiske, 2006). This highlights how these avoidance action- tendencies affect 
out- groups, shutting them off from full humanity, and denying them moral reasoning. It also 
reinforces the idea that people perceived as morally reprehensible are not considered fully human; 
in legal canon and public discourse, such immoral actors are often referred to as ‘monsters’ (Nuzzo, 
2013; Sharpe, 2007; 2009).

Another avoidance action- tendency is deindividuation. Consider what happens when we per-
ceive groups or when we are physically part of a group. One hypothesis is that we see group 
members as homogeneous. Such homogeneity may engage deindividuation, seeing oneself or 
others as solely members of a group (Postmes & Spears, 1998; Reicher, Spears, & Postmes, 1995). 
To return to the crowd analogy, we do not perceive groups as the individuals of whom they are 
made up, but as their own entity. Thus, as psychological distance from the individual increases, we 
may construe them using their group membership rather than their full humanity. For instance, out-
group members’ relative distance to the ingroup may increase the likelihood that their construals 
are deindividuated. This would increase the probability of triggering disgust if the deindividuated 
individual is close enough in physical distance.

When an outgroup member is perceived to be more distant in the psychological domain, but 
more proximal in the physical domain, the deindividuated outgroup member may be more likely to 
be perceived as a threat, hence more likely to trigger a threat response. Here, we would therefore 
expect emotional reasoning to be more engaged despite the increased psychological distance. This 
expectation takes the initial CLT model and looks more closely at the concept of psychological 
distance. Whereas CLT sees all distance as equivalent, here we examine what happens when a 
construal is more distant in one domain and less distant in another. We argue that with sufficient 
physical proximity, the emotional reasoning is used (this is in line with CLT) even if the target 
is psychologically more distant (this contrasts with CLT). Further, in the case we examine, the 
reasoning engaged is not a simple average of the two distances. The target is more harshly judged 
precisely because it is a psychologically distant and physically close simultaneously.

Both the avoidance action- tendencies of dehumanisation and deindividuation can lead to 
moral disengagement, which in this context means the suspension of moral reasoning. Our moral 
reasoning apparatus thus has a psychological proximity threshold that predicts whether the agent 
engages passive or active harm to the patient (Cuddy, Fiske, & Glick, 2007). Disgust’s role in 
dehumanisation (Harris & Fiske, 2009) suggests there is a degree of disgust that would motivate 
the agent to increase psychological distance. The resulting moral disengagement allows the agent 
to commit otherwise immoral acts to a patient and may be central in outgroup genocide. One of the 
most infamous cases of this is the Holocaust where one of Hitler’s methods of murdering Jewish 
people was to gas them with the pesticide Zykoln B (Weindling, 1994).

Perceiving outgroups as prepared stimuli

We have covered how psychological distance can impact associated moral emotions, and how 
these emotions are accessed, as well as moral reasoning and the role of action- tendencies in moral 
judgements and decisions involving groups. We must now ask if there are certain stimuli that 
are impermeable to non- emotional moral information, regardless of psychological distance. How 
might the response to certain prepared stimuli— things in the world that trigger a moral emotion— 
be resistant to non- emotional moral information? Jonathan Haidt et al. (2000) famously (and in 
jest) asked people to consider if it was wrong to fornicate with a dead chicken, assuming that the 
chicken was clean and adequate contraception was used. People’s instinctive reactions were to 
believe it was wrong, but they could not give a reason as to why. This phenomenon is known as 
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moral dumbfounding— a feeling of wrongness that cannot be justified logically — and it seems to 
have its roots in disgust (Haidt, Bjorklund, & Murphy, 2000). When faced with a scenario where a 
disgusting action is taking place, it is much harder to override our intuitive emotions in favour of 
reason (Russell & Giner- Sorrolla, 2013).

Under the appropriate conditions, therefore, it may be argued that certain outgroups act as 
prepared stimuli. Interaction with members of certain outgroups may trigger a heightened, auto-
matic disgust response that may: (i) lead to the dehumanisation of these members, or; (ii) hijack the 
construal such that the members are never humanised. This would explain part of the motivations 
of hate crimes; media portrayal of outgroups may cause people to more easily associate disgust 
with such groups, a form of cultural learning. This can hack our evolutionarily preserved outgroup 
threat detection mechanisms, increasing the probability of hate crimes (Müller & Schwarz, 2020), 
wars, and genocide. It is difficult to propose an effect size for such phenomena because cumulative 
effects of cultural learning coupled with negative interactions between group members may cause 
a snowball effect. Positive intergroup interactions and positive media coverage, however, may 
mitigate such negative impacts (Kubin & von Sikorski, 2021).

Final thoughts and directions for future research

There is certainly conflicting evidence in the literature for our theoretical argument. The contam-
inant proximity principle seems to contrast with findings of Eyal et al. (2008) who found that psy-
chologically distal moral hypotheticals were judged more harshly than proximal ones. However, 
Navarette et al. (2012) found that increased emotional arousal was associated with a decrease 
in utilitarian reasoning (for similar results, see Pan & Slater (2011) and Szekely & Miu, 2015). 
Further, a recent meta- analysis suggests that the evidence for CLT may not be as strong as pre-
viously thought (Maier et al., 2022). Future research is needed to further clarify these concepts.

Future research should also explore our ability to flexibly engage social cognition to manipu-
late psychological distance (and hence change the ratio of emotional and non- emotional moral 
information) specifically as it relates to countering injustices arising from outgroup prejudices. 
A better understanding of this should better inform integration policies regarding immigrants as 
we would be better able to predict what could cause social harmony and disharmony, especially as 
this intersects with the legal system.

Flexibly engaging one’s social cognition to promote one’s professional self and subsequent 
goals may side- line social biases (Okonofua, Harris, & Walton, 2022), making moral reasoning 
more appropriately used. For instance, lawmakers may be more objective and more readily engage 
moral reasoning by focussing on their goal to be impartial, distancing themselves from crimes 
during deliberation. Professional goals may also affect how legal professionals value lives, facili-
tating rehabilitation of offenders. Indeed, it could be our environment that dictates our disgust 
sensitivities and moral foundations that lead to perceptions of justice that are more adaptive to 
that environment. As our environments change over time therefore, our sense of justice might 
too. Similarly, social groups also shift over time, suggesting that moral responses to ingroups and 
outgroups are malleable.
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MORAL JUDGMENT

What makes it unique?

Andrea E. Abele

My interest in moral judgment

Already while studying psychology I was fascinated by research on moral judgments, because 
I was convinced that a shared understanding of moral values and a shared interpretation of behavior 
as moral or immoral is essential for harmony and functioning in both interpersonal relations, small 
groups and larger societies. When studying developmental psychology, I was fascinated by the 
approaches of Piaget (1932) and Kohlberg (1964), who showed that moral judgment is closely 
linked to cognitive development and that not every person may reach the “final” level of moral 
judgment. I was fascinated by Caroll Gilligan’s (1982) approach who argued that women and 
men differ in their moral judgments, because they focus on different aspects of morality, care- 
based versus justice- based. And I was fascinated by social- psychological approaches because they 
explicitly or implicitly reveal that moral judgments have a number of unique features that make 
them different from other forms of social judgment. Keeping my conviction from the beginning 
of my studies that a shared understanding of moral values and a shared interpretation of behavior 
as moral or immoral is essential for social life I became increasingly aware of the most complex 
nature of moral judgments.

According to my view moral judgments are unique with respect to at least five features:

(1) The definition of morality –  and of immorality –  is far from trivial.
(2) Moral judgments are value- based and values differ between individuals and groups.
(3) The judgmental perspective, being actor or observer of a behavior, is of high importance.
(4) Moral judgments are characterized by a positive– negative asymmetry.
(5) Moral judgments are strongly tied to valence.

In the following, I will first discuss how moral judgments may be integrated into a more gen-
eral conceptualization of social judgments and social evaluation. Then I will discuss the above 
mentioned unique features of moral judgments and will deduce some research questions arising 
from them.
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Moral judgments in the context of social judgment and social evaluation

Social judgments and social evaluations are the basis of our understanding and interpretation of the 
world (Abele, Ellemers, Fiske, Koch & Yzerbyt, 2021). People constantly evaluate themselves, 
other individuals, their own groups, and other groups in society, and this is functional for guiding 
behavior. Evaluative dimensions guide the way people organize and feel about social informa-
tion, for acting on it. Thus, a key question in psychology is which evaluative dimensions may 
be distinguished. As traced back to ancient philosophical thinking (for an overview, see Markey, 
2002), social evaluation is not just one dimensional, good versus bad, but at least two dimen-
sional. Following the classic view, a long tradition distinguishes two basic functions of behavior 
and consequently its interpretation, namely accomplishing tasks and forming bonds. These issues, 
forming bonds, also called “getting along” and performing tasks, also called “getting ahead” are 
the “Big Two” of social evaluation. The “getting ahead” dimension (usually called agency or com-
petence; also “vertical” dimension) can be subdivided into the facets assertiveness-  and ability- 
judgments. This means that with respect to “getting ahead” people want to evaluate if a given 
behavior is determined (assertiveness) and clever (ability) enough to enhance goal pursuit. The 
“getting along” dimension (usually called communion or warmth; also “horizontal” dimension) 
can also be subdivided into two facets, namely friendliness-  and morality- judgments. This means 
that with respect to “getting along” people want to evaluate if a given behavior is warm and 
empathic (friendliness) and trustworthy and moral (morality). Empirical research has shown that 
the Big Two dimensions and their facets can be reliably distinguished in different languages and 
with respect to different targets (Abele et al., 2016).

Moral judgments, hence, are part of the “getting along” dimension and together with friendli-
ness- , ability- , and assertiveness- judgments they form the “Big Two” of social evaluation (other 
theories, for instance, the Behavior Regulation Model [Ellemers, 2017; Ellemers, Pagliaro, & 
Barreto, 2013] or the Moral Primacy Model [Brambilla et al., 2021] conceptualize morality as a 
third dimension complementing the Big Two. I will not discuss the commonalities and differences 
of both conceptualizations here [see, for instance, Abele et al., 2021; Koch, Yzerbyt, Abele, 
Ellemers & Fiske, 2021]). There is ample evidence for the particular role moral judgments play in 
evaluating self, other persons and groups (Abele et al., 2016; Abele & Hauke, 2019; Abele, Cuddy, 
Judd & Yzerbyt, 2008; Brambilla, Sacchi, Rusconi & Goodwin, 2021; Ellemers, 2017; Ellemers, 
van der Toorn, Paunov & van Leeuwen, 2019; Leach, Ellemers & Barreto, 2007; Malle, 2021; for 
a discussion see Abele, et al., 2021).

Moral judgments are unique because the definition of morality is not trivial

The term morality can be used in quite different ways, for instance, in a descriptive versus nor-
mative sense. Descriptively, it addresses what a specific society or a specific group (or even a 
specific individual) sees as moral. Research as well as everyday experience shows that there are 
quite substantive differences in what specific groups/ individuals/ societies regard as moral. Take as 
an example the extreme case of so- called honor- killing, where a person is killed, because they do 
not comply with some rules of “morality,” which are regarded as completely immoral in another 
culture. Or as a less extreme example, take the case that someone is rated as “trustworthy” (an 
important item in morality scales), if this person behaves trustworthy to the target, but the target 
does not care about the other’s trustworthiness towards other people or groups. Therefore, any def-
inition of morality in a descriptive sense has to specify the frame of reference.
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Normatively, morality refers to behaviors that ought to be performed or ought to be avoided. 
Again the normative definition is highly dependent on context and frame of reference. It is 
extremely difficult to establish general normative standards of morality that are shared across 
cultures, religious groups, or different power and status hierarchies. There are again many 
examples in history and politics how morality in a normative sense is differently used dependent 
on, for instance, a powerful person’s interests and goals. Moreover, morality in a normative sense 
has to be distinguished from law and religion. More distinctions are conceivable, for instance, 
deontological versus utilitarian morality (see also Gilligan, 1982). This distinction is addressed in 
the section of this handbook on moral reasoning, but will not be discussed here.

Psychological theories focus on how descriptive and prescriptive morality norms shape 
behavior and social judgments, and they implicitly assume that these processes are independent of 
the specific norms and ethics in the respective context (see already Piaget, 1932). This assumption 
has to be further tested, however.

Moral judgments are unique because they are based on values

Moral judgments are based on values. These values may stem from religious conviction and/ 
or from political and cultural beliefs. Depending on specific values different behaviors can be 
regarded as moral (or not moral). The above example of “honor- killing” shows that behavior is 
evaluated on the basis of specific cultural values. On a more everyday level, a person might, for 
instance, value “stimulation” (a value of the Schwartz, 2012, value theory) highly. Then they 
might evaluate another’s risk behavior as more morally adequate than if he/ she values “stimula-
tion” lower. Schwartz et al. (2012) showed that endorsement of “basic values” differs both between 
individuals and between cultures. He structures values into ten broad categories of self- direction, 
stimulation, self- enhancement, achievement, power, security, conformity, tradition, benevolence, 
and universalism. Differences between societies can be arranged on three axes of conservatism 
vs. intellectual and affective autonomy; hierarchy vs. egalitarianism, and mastery vs. harmony. 
The impact of such different value orientations both between individuals and between cultures on 
moral judgments should be studied more deeply.

Moral judgments are unique because they depend on perspective

Attribution research has already revealed the high importance of perspective, e.g., if a behavior 
is evaluated from the perspective of an actor or an observer (Jones & Nisbett, 1971): Actors tend 
to consider situational circumstances more than observers do. Research into the Big Two has 
also shown the importance of perspective, as actors regard more the “getting ahead” dimensions, 
and observers more the “getting along” dimension in forming evaluative judgments of self and 
others (Abele & Hauke, 2019; Abele & Wojciszke, 2014; Abele, Bruckmüller & Wojciszke, 
2014). The same applies to moral judgments: Actors tend to emphasize situational circumstances 
if they behaved in a morally questionable way (overview see Ellemers et al., 2019). Moreover, 
people tend to perceive their own morality as generally high and given (Abele & Hauke, 2019). 
Observers –  particularly if they are victims of another’s morally questionable behavior –  tend to 
evaluate the other more extremely negative. However, if they gain from others’ immorality, then 
they judge more leniently (Bocian & Wojciszke, 2014). This means that self- judgments of morality 
and judgments of others’ morality are framed differently. Similarly, judgments of one’s ingroup’s 
morality vs an outgroup’s morality may also be based on different standards due to perspective.
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Moral judgments are unique because negative exemplars have a higher 
weight than positive ones

Research has repeatedly demonstrated that negative stimuli have a higher weight than positive 
ones and this also applies to moral judgments (Skowronski & Carlston, 1989). First, negative 
exemplars of moral behavior and morality (you should not steal, you should not harm others, 
etc.) are easier to define than positive exemplars (be fair, be trustworthy, be honest, etc.). Second, 
judgments of negative moral deeds are more informative and hence seem more extreme than those 
of positive ones (Reeder & Brewer, 1979). Guglielmo and Malle (2019), for instance showed that 
more blame is assigned in case of immorality than praise in case of morality. Moreover, even if the 
respective research is not conclusive, negative –  and particularly negative morality information –  
is sometimes inferred faster than positive one (Ybarra, Chan & Park, 2001; but see also Abele & 
Bruckmüller, 2011). Interestingly, actor– observer differences as outlined before are also more 
pronounced for negative than for positive outcomes (Malle, 2006).

Moral judgments are unique because they are highly related to valence

One final issue here is the association of moral judgments with valence. In his classic study of 555 
traits representative of person descriptors in English, Anderson (1968) found that most traits are 
clearly negative or positive and only few are more or less “neutral”. Peabody (1967), moreover, 
showed that descriptive (Big Two: “getting along” vs “getting ahead”) and evaluative meaning 
(positive/ negative) of traits are confounded in natural languages, so it is nearly impossible to 
describe people without evaluating them. Research in different languages revealed that trait 
adjectives belonging to the “getting along” dimension (for instance, fair, unfair, warm, cold, reli-
able, unreliable, etc.) are even more correlated with valence than traits belonging to the “getting 
ahead” dimension (intelligent, dull, decisive, indecisive, etc.; Abele & Wojciszke, 2007; Suitner 
& Maass, 2008; Wojciszke, Dowhyluk & Jaworski, 1998). A reanalysis of Abele and Wojciszke 
(2007) data with respect to the distinction of morality versus friendliness items additionally showed 
that morality items (particularly negative ones) are more related to valence than friendliness items. 
Abele (2022) also showed that morality items were rated more positively than friendliness items, 
and both were rated more positively than items related to ability and assertiveness. Finally, Abele 
(2022) also analyzed the association of self- ratings on ability/ assertiveness/ friendliness/ morality 
with socially desirable responding and showed that self- ratings of morality predicted social desir-
able responding more than the other self- ratings.

Conclusions

What do I conclude from these unique features of moral judgments? I propose that they may be 
used as an agenda for further research.

The distinction between descriptive and normative judgments of morality could be analyzed. 
If, for instance, a group is evaluated with respect to morality and it is shown that moral judgments 
correlate most highly with emotional reactions, are these moral judgments then descriptive (“the 
group is like that”) or normative (“the group follows a normative standard”)? Does this distinction 
make sense psychologically? Are, for instance, emotional reactions stronger in the case of norma-
tive than in the case of descriptive moral judgments?

Moreover, if morality judgments are strongly based on values, should research on moral 
judgments include measures of individuals’ or groups’ values? Would such an inclusion allow 
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better prediction of approach or avoidance, emotional reactions, praise and blame? Would the 
inclusion of values allow us to better understand and judge others’ moral (immoral) deeds? How 
is talking about morality possible if the underlying values, norms and rules are not uncovered?

Furthermore, if moral judgments are heavily based on perspective, how can we know that dis-
liking an “unfair” neighbor is based on the same criteria as those applied by the neighbor him- / 
her- self? It might well be that the neighbor sees their behavior as adequate and that they do not 
understand why the other describes it as “unfair”. So, if we know that people like others, who are 
fair and reliable, and that people prefer information on others’ morality compared to information 
on their friendliness (see Brambilla et al., 2021), what does that mean with respect to interpersonal 
behavior? Perspective differences in social evaluation are so common (see above) that it is worth 
studying them further with respect to moral judgments.

Finally, if the positive –  negative asymmetry applies strongly to moral judgments and if add-
itionally moral judgments are specifically loaded with valence (and with social desirability), 
how would findings change if judgments were made for negative morality items instead of posi-
tive ones?

More generally, would there be different findings if moral judgments are not based on adjectives 
like fair or unreliable, but instead on specific behaviors which are either provided by the researcher 
or are self- provided by the participants? And: How do conventional moral judgment measures 
(adjective ratings) predict actual approach vs. avoidance behavior compared to more fine- grained 
measures like behavioral information combined with information on the participants’ values? Does 
the fuzziness of the morality construct and its lacking sharpness enhance its power in predicting 
reactions upon moral judgments? It could well be that –  similar to values which are also abstract 
and do not denote specific ways of behaving –  due to their abstractness and due to their partly 
idiosyncratic nature moral judgments are particularly suited to generate a shared –  but diffuse –  
understanding of societal functioning. Should moral judgments be distinguished more with respect 
to reputational issues versus epistemic issues? These are just a few questions arising from the 
unique features of moral judgments and more questions could be easily generated.

My motivation to consider these questions continues my early interest in the psychology of 
morality, but being a social psychologist, it is guided by the above issues. In my point of view 
moral judgments must be regarded from both an epistemic and a reputational perspective: In the 
epistemic perspective it is important to have a clear basis for evaluating our social world and for 
deducing consequences out of these evaluations. In the reputational perspective it is important 
to present the self or one’s ingroup as “moral” since morality is evaluated as highly positive. 
Reputational issues may be one source for differences in moral judgments between actors (who 
want to appear moral) and observers (who have an epistemic interest). However, actor/ observer 
differences in moral judgments are based on more than reputational versus epistemic issues. For 
instance, they may be based on different information with respect to the issue in question or they 
may be based on different values. I would love to see future research studying the reputation 
versus epistemic interest issue as well as the actor/ observer differences issue in moral judgment.
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THE INTRAPERSONAL LEVEL

How power shapes the judgment of others’ moral 
character— a social context perspective

Marlon Mooijman

Abstract

In the current chapter, I discuss how having a position of power changes people— the intraper-
sonal effects of power— and focus on how power changes individuals’ judgments of others’ moral 
character. I suggest that power can have both positive and negative effects on moral judgments 
of others, depending on whether the social context emphasizes cooperation or competition. I pro-
pose that power makes individuals view others’ moral character more positively when cooper-
ation is the perceived norm, whereas power makes individuals view others’ moral character more 
negatively when competition is the perceived norm. I discuss the growing body of research that 
provides evidence for these ideas and lay out a roadmap for future research on the topic.

 • Power positions and related concerns influence the way people judge the moral character of 
others.

 • Research suggests that power holders are inclined to suspect subordinates to lie or cheat, 
causing them to judge others negatively.

 • Alternatively, some studies reveal that a position of power can also induce positive judgments 
of other people’s moral character.

 • This chapter proposes that competitive contexts are most likely to induce power holders to 
judge other people’s moral character negatively, while cooperative contexts will more often 
induce positive moral judgments.

Introduction

Power and morality both involve desirable resources. Power is defined as having asymmetric 
control over desirable resources (e.g., money; Emerson, 1962; Magee & Galinsky, 2008), and 
morality often involves the allocation of desirable resources to the self or others (e.g., be selfish 
or fair; Haidt & Kesebir, 2010). In the current chapter, I discuss how having a position of power 
changes people— the intrapersonal effects of power— and focus on how power changes individ-
uals’ judgments of others’ morality. The chapter is structured as follows. I first outline what moral 
judgment is and isn’t. I then discuss the state of the current literature on power and moral judgment 
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and highlight how considering the social context can help resolve outstanding theoretical incon-
sistencies. I lastly lay out a roadmap for future research on the topic.

Research to date suggests that power makes individuals view others as lacking moral character. 
That is, as selfish, uncompassionate, and unethical. Nevertheless, there are also reasons to assume 
that power can have positive effects on moral judgments (e.g., greater optimism causing people 
to see others as allies; Anderson & Galinsky, 2006; Brion & Anderson, 2013). Here, I suggest that 
power can have both positive and negative effects on moral judgments of others, depending on 
whether the social context emphasizes cooperation or competition (see Figure 9.1). I propose that 
power makes individuals view others’ moral character more positively when cooperation is the 
perceived norm, whereas power makes individuals view others’ moral character more negatively 
when competition is the perceived norm.

Understanding how social power shapes estimates of others’ moral character is important for 
several reasons. There is an abundance of research on the effects of power on an individual’s 
own moral decisions and moral behaviors (e.g., lying, cheating, hypocrisy; Lammers et al., 2008; 
Dubois et al., 2015), attesting to the relation between people’s control over desirable resources and 
how they act to accumulate or retain such resources. However, far fewer studies have examined 
how power changes an individual’s judgment of others’ moral character. The dominant theories 
on power (e.g., approach- inhibition theory, Keltner et al., 2003) seem ill- suited to explain the 
current findings on moral judgments of others, making theoretical expansion prudent. Individuals 
in positions of power also frequently decide on who receives resources (reward) and who does 
not (punish), and their evaluations of others’ moral character and perceived deservingness are 
instrumental in guiding these decisions (Mooijman et al, 2015; van Prooijen & van den Bos, 
2014; Wiltermuth & Flynn, 2013). Understanding how power shapes the evaluation of others’ 
moral character, then, helps us understand how resource inequalities are created and perpetuated 
by power holders. Since people’s perception of what is fair depends in part on whether they think 
others appropriately reward them (Mooijman et al., 2017; Tyler & Lind, 1992), this analysis also 
helps us understand how power holders create and perpetuate a sense of fairness amongst those 
subject to their decisions (e.g., subordinates, citizens).

Moral judgment

Moral judgments involve evaluations of someone’s moral character— their perceived inclination 
to think, feel, and act in a way that is consistent with prevailing norms of right and wrong (Cohen 
et al., 2014). Right and wrong in this context refers to social norms indicating how people ought to 
behave and how they ought not to behave in a certain situation (Ellemers & Van den Bos, 2012). 
Accurately estimating the likelihood that others will act in line with important norms or guidelines 
is particularly consequential for those controlling the outcomes of others— i.e., power holders. For 
instance, when managers decide whether to monitor subordinates’ workplace behaviors, they are 
likely to estimate whether subordinates will comply with organizational rules and regulations. Are 
they seen as tempted to free ride, cut corners, or cheat? Or comply with rules and norms? What 
managers think the answer to this question is determines whether they will install systems that 
monitor subordinates’ actions in the workplace (e.g., monitor the amount of time they are actively 
working versus surfing the internet; Schweitzer et al., 2018). Similarly, government officials might 
base their decisions on how they judge the moral character of citizens: for instance, they are more 
likely to fine citizens for incorrectly filling out tax forms when they judge this behavior to be 
the result of cheating rather than incompetence. When this judgment is erroneous, governments 
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criminalize innocent citizens. Power holders’ moral judgments, then, can have far- reaching 
implications for themselves as well as others depending on them.

The current chapter focuses on judgments of other people’s morality rather than their compe-
tence, a distinction that is analogous to what trust scholars call “integrity- based trust” as compared 
to “ability- based trust.” Integrity- based trust refers to the judgment that someone can be trusted to 
comply with ethical rules and regulations (e.g., be fair, do not lie or steal), whereas ability- based 
trust refers to the judgment that someone can be trusted to have adequate skills and abilities to 
achieve certain goals (e.g., to do their job; Mayer et al., 1995; see also Leach et al., 2007). In prin-
ciple, these two types of judgments are independent. It is possible to view someone as inclined to 
cheat on their taxes and competent at doing so. It is also possible to perceive someone as incom-
petent but inclined to pay their fair share of taxes (e.g., make a mistake and unintentionally under-
report income to the authorities). The intrapersonal process of moral judgment, then, revolves 
about estimating someone’s integrity rather than their competence (for work on how power shapes 
perceptions of others’ competence, see Georgeson & Harris, 1998).

Power often elicits negative moral judgments

Although power and the impact of power differences between individuals have garnered a tre-
mendous amount of research attention over the last decades, relatively few studies have been 
devoted to understanding how positions of power shape people’s judgments of others’ moral char-
acter (Fleischmann & Lammers, 2020). The studies that do exist suggest that having high power 
makes individuals view others as lacking moral character. For instance, Mooijman et al. (2015) 
showed that being placed in a position of power increases the extent to which individuals believe 
others are selfish and inclined to break norms, rules, and regulations. The authors demonstrated 
this by asking participants to recall a time in their life when they had held a position of power or 
lacked such power. This autobiographical recall assignment is commonly used and tends to make 
participants feel temporarily powerful or powerless (Galinsky et al., 2003). After being primed in 
this way, participants were confronted with various scenarios.

One of these scenarios asked participants whether citizens are inclined to commit tax fraud 
(e.g., “When it really comes down to it, most taxpayers will be tempted to commit tax fraud”). 
Participants who felt powerful were more likely to believe that citizens are tempted to commit tax 
fraud than participants who felt powerless. Further, these moral judgments were consequential, as 
they made high- power participants more supportive of punishments aimed at deterring citizens 
from committing tax fraud (e.g., install mandatory minimums, use public punishments). Similar 
effects were observed when examining the impact of power differences on moral judgments in 
other contexts. In a follow- up paper, Mooijman et al. (2019) demonstrated that high- power man-
agers were more likely to think that their subordinates are tempted to come late to work, slack off, 
or steal office- supplies than low- power managers. They found that these moral judgments related 
to intrapersonal concerns held by the manager, rather than being prompted by specific behaviors 
of their subordinates. That is, the suspicion that subordinates lacked moral character was explained 
by power holders’ own desire to maintain their power. Accordingly, viewing others as lacking 
moral character made managers more inclined to take actions to protect their power position (e.g., 
prevent others from breaking rules; instill fear; monitor their actions).

Besides the studies summarized above, there is additional empirical evidence suggesting that 
having or acquiring a position of power makes individuals more likely to view others as lacking 
moral character. Brion et al. (2019) showed a negative association between momentary changes 
in power and changes in the perception that others are trustworthy. Likewise, Schilke et al. (2015) 
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provided empirical evidence for the notion that power makes people more likely to believe that 
others will exploit them in contexts where exchanging resources is risky. More generally, Du 
Plessis et al. (2023) showed that power holders tend to see others competing with them over who 
controls valuable resources. This expectation in itself fosters the perception that others are selfish, 
and even malicious, rather than benevolent (for similar findings, see Feenstra et al., 2020; Inesi 
et al., 2012; Weber et al., 2004).

A slightly different, but informative, perspective was taken by Wiltermuth and Flynn (2013). 
They refer to the notion that power holders view the world with more certainty, and accord-
ingly suggest that power increases morality clarity, which refers to the phenomenon of seeing 
transgressions as unambiguously morally wrong. They demonstrated this by asking participants to 
recall a time in their life when they either had or lacked power. After this high vs. low power prime 
was induced, participants were confronted with the following scenario, highlighting competing 
loyalties in a moral dilemma:

Your colleague, whom you consider to be a friend, is looking to hire a new manager in her 
department. She has identified an external candidate she would like to hire, but company 
rules require her to consider internal candidates first. She has asked you not to disclose to 
people within the company that she has already picked out an external candidate for the pos-
ition. However, you know two employees in your area who would like to have this job, and 
each has asked you directly if your colleague has already picked someone for this position. 
You decide to tell them that she has not picked anyone yet.

Wiltermuth and Flynn demonstrated that high- power participants considered this behavior more 
unambiguously wrong than low- power participants and also recommended harsher punishments 
for this behavior. Similarly, van Prooijen et al. (2014) found that participants who were primed with 
power recommended harsher punishments and longer sentences for offenders of various crimes 
(e.g., knowingly selling a broken car that ends up severely injuring the buyer). Power increased 
punishment severity because participants were more likely to view the offender as possessing 
negative character traits (e.g., evil, cruel). Taken together, this body of research suggests that 
considering social situations from a position of high power makes it more likely that people view 
others as lacking moral character.

Power may also induce positive moral judgments

Notably, there is a relative absence of research demonstrating that power makes individuals view 
others’ moral character more positively. Nevertheless, there are reasons to assume that power can 
also increase positive moral judgments. For instance, Brion and Anderson (2013) demonstrated 
that high- power individuals are more likely than low- power individuals to view others as their 
allies, to which they attribute positive features. They argue that this is caused by power leading 
individuals to be more optimistic about opportunities offered by their position, and to focus more 
on the rewarding aspects of their social environment. This idea is consistent with the approach- 
inhibition theory of power that postulates that power is associated with the behavioral activation 
system (BAS; Keltner et al., 2003; Cho & Keltner, 2020). According to this reasoning, power 
holders are more likely to act and view their social environment as filled with rewards rather than 
threats. It makes sense, then, to assume that if power holders hold positive world views and under-
estimate risks, that they might also view the moral character of those around them more positively. 
By comparison, those lacking such power are more vulnerable and should be more careful in 
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trusting the good intentions and moral character of others. Thus, having power may induce rela-
tively positive moral judgments.

This raises an interesting question: when does power lead individuals to view others’ moral 
character more positively or more negatively? I argue that prior research highlighting the negative 
implications of power for moral judgment has addressed the impact of power too narrowly and did 
not consider the larger social context. As a result, this prior work has not systematically examined 
relevant boundary conditions. I propose that power can have positive and negative effects on 
moral judgments of others, depending on whether the social context emphasizes cooperation or 
competition. Power makes individuals view others’ moral character more positively when cooper-
ation is the perceived norm, whereas power makes individuals view others’ moral character more 
negatively when competition is the perceived norm.

The social context of moral judgment

Most theories on power highlight the position of the power holder but do not explicitly take into 
account the larger social context in which power holders make their moral judgments of others. 
Consequently, it is unclear how power impacts moral judgments, depending on when coopera-
tive or selfish behavior is perceived as the norm. For instance, some situations are perceived as 
governed by norms of cooperation whereas others are perceived as governed by norms of com-
petition. In many business settings, where relationships are transactional and involve resources 
exchange, people expect others to compete with them for resources and bend the rules in their 
favor (Tenbrunsel & Smith- Crowe, 2008). In fact, merely reminding people of business- related 
concepts, such as sanctions and money, already makes them view others as competitors (Tenbrunsel 
& Messick, 1999). These findings align with prior research on power that shows the negative 
implications of power for moral judgment: that is, having power, which reminds individuals of 
their resources, money, and ability to sanction (Tost, 2015), may act as a signal that relationships 
with others are transactional and based on resource exchange. This may foster the perception that 
others lack moral character and are selfish and unethical.

However, power holders do not solely act in settings where competition is the perceived norm. 
They also operate in settings where cooperation is perceived to be prevalent. For instance, although 
managers and subordinates do not have equal access to resources, they often strive to achieve 
the same goals. Workplace projects with tight deadlines, collective sales goals, and competition 
from other firms require managers and subordinates to coordinate and cooperate effectively within 
their teams, organizations, and institutions (Tjosvold, 1989). Similarly, members of military teams 
must anticipate each other’s needs, work towards team- level goals, and help each other in case 
of life and death (Stanton, 2011). Likewise, citizens and their governments must cooperate when 
faced with significant external threats such as pandemics, wars, and financial crises. Without the 
cooperation of most citizens, societies are unable to solve collective- action problems (Barclay & 
Benard, 2020). In these situations, cooperation rather than competition between high- power and 
low- power individuals is the norm and high-  and low- power individuals may perceive to share 
common goals, identities, and relevant group memberships. How does this shape the relationship 
between power and moral judgment?

Power, moral judgments, and social norms

The situated focus theory of power postulates that power directs people’s attention to the actions 
they must take in each situation to achieve important goals (Guinote, 2017). The powerful will 
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prioritize the dominant needs of a given situation, whereas the powerless are more easily distracted 
by situational difficulties and momentary concerns (e.g., thoughts and feelings irrelevant to situ-
ational needs). Indeed, research has shown that power makes individuals better at pursuing situ-
ationally relevant goals (e.g., persist at boring tasks; Guinote, 2007), inhibiting goal- irrelevant 
distractions (e.g., suppress intruding thoughts; Smith et al., 2008), and understanding what goals 
they should prioritize (e.g., the core parts of the task; Magee & Smith, 2013). Research has also 
shown that power increases self- interested behavior for people who have the goal to pursue their 
own self- interest, whereas power increases prosocial behavior for people who have the goal to 
be attentive and take into account others’ views and needs (Chen, Lee- Chai, & Bargh, 2001; see 
also Galinsky et al., 2003). This means that instead of focusing on the main effects of high vs low 
power on moral judgments, we should understand the interactive effects of power and the dom-
inant needs of a given social situation on moral judgment.

Prior research on power and moral judgment, for instance, has typically placed participants in 
settings where their interests conflicted with the interests of others. Mooijman et al. (2015, 2019), 
Du Plessis et al. (2022), and Schilke et al. (2015) used some version of a social dilemma game 
where participants’ interests misaligned with the interests of others (e.g., participants could maxi-
mize their return by taking money out of a common good). Participants were then asked to what 
extent others were trustworthy and would cooperate, or whether others were untrustworthy and 
would be selfish at participants’ expense. This means that participants were made to understand 
the social context as one where others might be inclined to be selfish and display exploitative 
behaviors. In a similar vein, Wiltermuth and Flynn (2013), and van Prooijen et al. (2014), elicited 
responses to scenarios where others broke the rules. This means that the social context presented to 
participants was one where others had already broken rules, displayed a questionable moral char-
acter, and had to be punished. Most studies to date on the impact of power on moral judgments, in 
other words, examined contexts that can be characterized in retrospect as settings where cooper-
ation is not a given, selfish behavior can be expected, and others’ moral character is questionable. 
It is therefore no surprise that these studies showed that power made individuals view others’ 
moral character more negatively.

Indeed, these contexts induced goals that high- power were more likely to focus on than low- 
power individuals. When social contexts emphasize that people’s interests are misaligned, and 
desirable resources might be taken from you, power focuses individuals’ attention on the goal to 
protect their resources from others and prevent exploitation. In fact, research has shown that people 
can view others’ moral character negatively as a resource- protection- strategy (Feenstra et al., 
2020). When people are motivated to protect their resources, they assume that others are selfish, 
uncompassionate, and unethical because doing so allows them to take the appropriate actions 
to avoid being exploited (e.g., not share resources with others; use sanctioning and monitoring 
systems; Mooijman et al., 2019). In addition, when the social context emphasizes that others have 
already broken rules, power focuses people on the goal to prevent them from breaking more rules 
(Mooijman et al, 2015). It also focuses attention on offenders’ negative characteristics, as viewing 
offenders positively might mean erroneously assuming that they will not break any future rules 
(van Prooijen et al., 2014). Thus, the reason why prior research has found that power induces nega-
tive moral judgments may be due to the usage of social contexts that emphasized competition and 
rule- breaking behavior over cooperation.

Consistent with the notion that social contexts matter for understanding the relationship  
between power and the moral judgment of others, Brion et al (2013) found that people primed with  
high power, compared to low power, overestimated the extent to which their team members were  
willing to cooperate with them. This study was conducted with college students who worked on  
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team projects together and were asked whether their fellow students were allies who were inclined  
to help them with task- related problems. This finding aligns with the notion that power makes indi-
viduals view others’ moral character more positively when cooperation is perceived as the norm.  
Indeed, cooperation tends to be the perceived norm in student teams, as students typically share  
both an identity as students at their respective university and the goal to bring their team’s project 
to a successful end. Brion and Anderson’s (2013), then, studied social settings with perceived  
cooperative norms. This made powerful individuals view others’ moral character more positively.  
Taken together, the current body of work on power and moral judgment suggests that power makes  
individuals view others’ moral character more positively when cooperation is the perceived norm,  
whereas power makes individuals view others’ moral character more negatively when competition  
and rule breaking is the perceived norm.

Future research directions

If social context moderates the relationship between power and moral judgment, then researchers 
of moral judgment need to take this into account in their theorizing and their research designs. 
Exclusively focusing on settings where rule- breaking behavior is common, interests are misaligned, 
or ethically dubious behaviors are salient, increase the odds that power makes individuals view 
others’ moral character more negatively. It also increases the odds that a literature draws erro-
neous conclusions on how power shapes moral judgment. Of course, some strands of research 
might specifically want to address those settings and exclusively focus on research paradigms 

Figure 9.1  Perceived cooperative and perceived competitive norms.
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that highlight these aspects of social interactions (e.g., trust games; public goods games; crime). 
Nevertheless, when interpreting results from such studies it is important to take into account that 
their conclusions on the role of power are bounded by this specific choice of social context. Indeed, 
because the current analysis suggests that the impact of power on the moral judgment of others is 
bounded by social context, it provides implications for integrating research on power and moral 
judgment with other theoretical perspectives.

For instance, a subset of research on power has focused on integrity- based trust and drawn 
the conclusion that power decreases trust in others (e.g., Mooijman & Graham, 2018). Although 
there is empirical evidence that supports this conclusion, the notion that power amplifies dominant 
situational goals suggests that perceived interpersonal similarity and joint group membership may 
change the relationship between power and trust. Research on social identity has demonstrated that 
people trust others more when these others are similar (vs. dissimilar) to them and share (vs. do not 
share) a group membership with them (Tanis & Postmes, 2005). Within groups, cooperation tends 
to be the norm, whereas between groups, competition tends to be more prevalent (Wildschut et al., 
2003). It is possible, then, that high- power individuals trust similar others more, but dissimilar 
others less, than low- power individuals. It is also possible that how people construe power (as a 
personal opportunity or as responsibility for others; see Scholl et al., 2022 for a detailed discussion 
on this) changes the relationship between power and moral judgment. When people see their power 
as an opportunity to advance their own interests at the expense of others, this highlights conflicting 
interests. In contrast, when people see their power as a responsibility for others’ needs and interests, 
this highlights mutual, cooperative interests. A responsibility construal of power may make high- 
power individuals view others’ moral character more positively than low- power individuals; 
whereas an opportunity construal of power may make high- power individuals view others’ moral 
character more negatively than low- power individuals. The current chapter, then, provides a way of 
thinking about the relationship between power, moral judgment, and social context that connects to 
other theoretical perspectives and provides concrete and useful future research directions.

Conclusion

In this chapter, I considered how people’s high vs low power positions impact upon their moral 
judgments of others. I reviewed the state of the current literature on power and moral judgment, 
highlighted how considering the social context in which power holders make moral judgments 
can help resolve outstanding theoretical inconsistencies, and made suggestions for future research 
on the topic. As such, I focused on how having a position of power changes the way individuals 
evaluate the moral character of others— the intrapersonal effects of power. Given the omnipres-
ence of power and the far- reaching consequences of judging others as having or lacking moral 
character, future research should integrate research on power and moral judgment with social iden-
tity theory and the construal of power as an opportunity or responsibility. Doing so could provide 
a more nuanced, dynamic, and complete picture of the relationship between power, social context, 
and the judgment of others’ moral character.
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10
THE INTERPERSONAL LEVEL
Interpersonal consequences of moral judgments 

about others

Christopher W. Bauman and Erik G. Helzer

Abstract

Perceived moral similarity or dissimilarity has profound effects on interpersonal judgment and 
relationships. People are apt to avoid or withdraw from relationships with those who hold diver-
gent moral beliefs or transgress moral rules. This tendency to distance oneself from perceived 
moral deviants exists, in part, because morality is the primary dimension on which people evaluate 
others when forming impressions of them. Moreover, when people perceive a situation to involve 
morality, they are especially prone to attributing differences in beliefs and perceived transgressions 
to dispositional traits and defects of character.

 • People’s global judgments about the extent to which others have good or bad moral character 
are a core aspect of person perception.

 • People draw inferences about others’ character traits based on the moral judgments others 
make, and these inferences affect relationships and interpersonal behavior.

 • Perceptions of morality also shape the way individuals interact with one another.
 • Violations of morality prompt person- focused attributions that may be difficult to overcome.

Introduction

In a laboratory study reported by Skitka, Bauman, and Sargis (2005), student participants expected 
to interact with another student as part of a study ostensibly about how people get to know one 
another. Prior to meeting this other student, participants were told that they were randomly selected 
to receive “inside information” about the other student and learned the other student held a strong 
pro- choice attitude about abortion. The experimenter then escorted participants to another room to 
meet and converse with the other student. Upon entering the room, participants could see a chair 
near the center of the room with a book bag and jacket on it, and a stack of chairs against the far 
wall. The experimenter acted surprised that the other student was not in the room and asked the 
participant to take down a chair from the stack and get settled while he looked for the other stu-
dent. After giving the participant enough time to get settled, the experimenter returned, measured 
the distance the participant left between their chair and the one they expected the other participant 
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to use. Analysis indicated that after controlling for multiple measures of attitude strength recorded 
in class at the beginning of the semester, the extent to which participants associated their attitude 
about abortion with their moral beliefs (i.e., their moral conviction about the issue) predicted how 
much physical distance they created between themselves and where they expected the other stu-
dent to sit. Greater moral conviction expressed by pro- choice participants was associated with less 
distance between the chairs, and greater moral conviction expressed by pro- life participants was 
associated with more distance between the chairs. Other researchers have since replicated this 
finding and observed similar effects with a pro- life target and using other commonly moralized 
issues (Wright et al., 2008).

Arguably, the tendency to distance oneself from those who do not share one’s moral beliefs has 
become more pronounced in recent years. Throughout much of the world, people have become 
more polarized in their moral beliefs (Finkel et al., 2020; Gidron et al., 2019). Technology has 
provided the means to distance oneself more effectively from those who do not share one’s moral 
beliefs and to align oneself more closely with those who do (Dylko, 2016; Merten, 2021). During 
the COVID- 19 pandemic, we witnessed the moralization of face mask mandates, compulsory 
vaccination, and other public health initiatives (e.g., Prosser et al., 2020). These issues sparked 
moral outrage among individuals on one side against the other and prompted interpersonal divides 
(e.g., Chen & Rohla, 2018). In recent years, we also saw entire social media platforms created to 
support a particular set of moral and political beliefs over another set, creating the ultimate means 
of social distancing (through self- selection) by enabling people to avoid others who do not share 
their moral convictions. From a societal perspective, understanding the domain of interpersonal 
moral judgment is both timely and essential.

This chapter focuses on the way that moral judgments shape interpersonal processes and 
relationships. For the purposes of this chapter, we define morality as individuals’ beliefs about fun-
damental standards for how people ought to conduct themselves, and we define moral judgment 
as the evaluations people formulate about the extent to which people and actions do or do not 
conform to their sense of morality. We adopt definitions that are psychological and descriptive, 
focusing on individuals’ subjective determinations of morality, rather than an approach in which 
situations, people, or actions are assumed to possess certain inherent moral characteristics. In 
short, this chapter approaches morality as a phenomenon that occurs in the mind of perceivers, 
and one that is fundamentally attuned to interpersonal interactions (see Bauman & Skitka, 2009).

In what follows, we first discuss how morality affects person- perception, the basic foundation 
of interpersonal interactions. We then discuss the body of evidence documenting the effect of 
morality on individuals’ willingness to form interpersonal relationships and on the interpersonal 
dynamics that shape interactions. In the second half of the chapter, we examine why morality 
exhibits such profound effects on interpersonal processes, exploring how the phenomenology of 
moral beliefs and judgments contribute to strong inferences about the character and identity of 
others who do or do not act in accordance with one’s sense of morality. We close by considering 
the implications of this analysis for understanding moral processes in social discourse. A concep-
tual model of the processes outlined in this chapter is provided in Figure 10.1.

Morality and interpersonal perception

Morality comprises a yet unspecifiable number of basic concerns that underlie the standards for  
conduct that people endorse (see Sinnott- Armstrong & Wheatley, 2013). However, we identify two  
rough clusters of concerns that tend to emerge across different moral frameworks developed in the  
literature. One identifiable cluster of concerns involves social interdependence or responsibilities  
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people have to others. The other cluster involves individual independence or autonomy. For  
example, domain theory differentiates between the moral and personal domains (e.g., Turiel,  
1983), moral foundations theory differentiates between binding and individuating foundations  
(e.g., Graham et al., 2013; Haidt, 2008), and the model of moral motives differentiates between  
other-  or group- focused motives and self- focused motives (Janoff- Bulman & Carnes, 2013). Thus,  
morality is primarily concerned with governing interpersonal interactions by prescribing and pro-
scribing responsibilities and rights.

Because morality is fundamentally associated with governing interpersonal interactions, it is 
perhaps not surprising that people’s global judgments about the extent to which others have good 
or bad moral character are a core aspect of person perception, or how individuals form impressions 
of others. We view person- perception processes as the foundation for interpersonal relations 
because initial and ongoing person perceptions are the basis on which people make decisions 
about whether and how much to invest in interpersonal relationships. Abele and Wojciszke (2014) 
note that research on impression formation commonly differentiates between traits that relate to 
social orientation (i.e., communion, warmth) and traits related to individual efficacy (i.e., ability, 
competence), and that this distinction mirrors the fundamental challenges humans face: (1) to be 
accepted as a member of important groups, and (2) to pursue individual goals (see Lind, 2001). 
When evaluating others, people weigh information about social orientation more heavily than 
information about individual efficacy because whether a person’s intentions are benevolent or 
malicious dramatically changes the potential consequences of how effectively a person can pursue 
their intentions (e.g., Bauman & Skitka, 2012; Cottrell et al., 2007). Information related to social 
orientation has as much as twice the impact on people’s interpersonal judgments as traits related 
to individual efficacy (e.g., Abele & Wojciszke, 2007; Brambilla et al., 2019; De Bruin & Van 
Lange, 2000).

Figure 10.1  A conceptual model of why morality influences interpersonal interactions.
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In recent years, general models of person perception processes have been adapted and extended 
to explain how moral information affects global impressions of individuals. Research shows that 
morality is a distinguishable and particularly impactful part of social orientation (e.g., Brambilla 
et al., 2019; Brambilla et al., 2011; Goodwin et al., 2014; Leach et al., 2007). For example, 
Goodwin and colleagues (2014) report several studies showing that people differentiate between 
moral traits (e.g., honest, loyal, fair) and other prosocial traits (e.g., friendly, warm, sociable), 
and base their global impressions of others more on moral information than other prosocial traits. 
They find that morality dominates people’s judgments about the suitability of others for important 
social relationships (e.g., close friends, romantic partners, and coworkers), whereas other pro-
social traits have little added effect (Goodwin et al., 2014, Study 5). Furthermore, morality is the 
most important factor in determining whether people like, respect, and feel they know others, 
relative to information about other prosocial traits or traits related to individual efficacy (Hartley 
et al., 2016). People also expect that changes to their own or others’ moral beliefs would funda-
mentally change the essence of that person’s identity, in part because these changes would alter 
their relationships with others (Heiphetz et al., 2017). In short, individuals’ moral characteristics 
play a major role in others’ general impressions of who they are and the degree to which they are 
seen as good candidates for investing interpersonal resources (Helzer & Critcher, 2018).

Morality can unite and divide

Several lines of research demonstrate that morality is not just important to person perception 
but also consequential to interpersonal judgment and behavior. A large body of research shows 
that, across several contexts, moral conviction consistently affects interpersonal interactions by 
prompting people to distance themselves from morally dissimilar others (e.g., Skitka et al., 2005; 
Wright et al., 2008; Zaal et al., 2017). In particular, Skitka and colleagues’ program of research 
explores the antecedents and consequences of individuals’ subjective assessment that a particular 
issue or situation is connected to their fundamental sense of right and wrong and illustrates the 
effects of moral discord on interpersonal moral judgment (for a review, see Skitka et al., 2021). 
This work isolates the unique contribution of moral conviction to people’s attitudes and behavior 
by measuring and controlling for attitude strength (e.g., attitude extremity, importance, and cen-
trality) and a variety of other factors as well (e.g., religiosity, political orientation). For example, 
survey studies that ask participants to report their attitudes about self- nominated or researcher- 
provided contemporary issues (e.g., abortion, capital punishment, legalization of marijuana, and 
nuclear power) find that higher levels of moral conviction are associated with lower levels of 
comfort interacting with people who hold different attitudes about the issue. After controlling for 
multiple indicators of attitude strength and several individual differences, greater moral conviction 
predicts a stronger desire to avoid attitudinally dissimilar others in both more intimate and more 
distant relationships (e.g., close friends, romantic partners, and coworkers, but also shop keepers 
and personal physicians; Skitka et al., 2005).

Interpersonal consequences associated with morality can also stem from global judgments 
about individuals, not just differences of opinions on individual issues. Barranti, Carlson, and 
Furr (2016) find that discrepancies between the way individuals assess their own moral character 
and how acquaintances rate the individuals’ moral character are associated with reduced liking 
and respect on the part of acquaintances. These interpersonal costs are stronger for disagreements 
about moral character traits than disagreements about other facets of individuals’ personal-
ities, indicating that moral impressions are a particularly influential component of interpersonal 
judgment.
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Moreover, people are apt to draw inferences about others’ traits based on the moral judgments 
others make, and these inferences, in turn, are likely to affect relationships and interpersonal 
behavior (Everett et al., 2016; Rom et al., 2017; Uhlmann et al., 2013). For example, Uhlmann 
and colleagues (2013) find that people perceive decision makers as lower in empathy and integ-
rity when they choose options in moral dilemmas that are consistent with utilitarian concerns 
(e.g., throwing a dying man overboard to prevent a lifeboat from sinking and killing everyone 
on board) compared to when they choose options that are consistent with deontological concerns 
(e.g., refusing to throw the dying man off the lifeboat), even though, on average, people report 
that the utilitarian choices these situations are more moral. Similarly, people perceive others as 
more moral but less competent when they choose options in moral dilemmas that are consistent 
with deontological concerns compared to when they choose options that are consistent with utili-
tarian concerns (Rom et al., 2017). Even the length of time people take to decide what to do in 
moral situations can have interpersonal consequences. For example, people are less critical of 
others who pause to deliberate rather than immediately choose an immoral course of action, such 
as pocketing a lost wallet (Critcher et al., 2013; see also Critcher et al., 2020). Importantly, these 
effects go beyond impression formation. People perceive others who make decisions about moral 
dilemmas that are consistent with deontological concerns as more trustworthy and find them to be 
more attractive social partners than those who make decisions that are consistent with utilitarian 
concerns (Everett et al., 2016). Moreover, people may even change their self- presentation strat-
egies to help mitigate potential backlash they expect to face from others based on their choices 
(Rom & Conway, 2018). Taken together, these studies clearly indicate that people make conse-
quential inferences about others based on their choices in moral situations.

Perceptions of morality also shape the way individuals interact with one another. When 
speaking with someone they perceive as immoral rather than moral, people are less likely to dis-
play nonverbal behaviors that facilitate interpersonal liking and rapport, including mimicry and 
synchrony (Brambilla et al., 2016; Menegatti et al., 2020). For example, Menegatti and colleagues 
(2020) manipulated impressions of an interaction partner to seem moral vs. immoral, sociable vs. 
unsociable, or competent vs. incompetent, and assessed participants’ nonverbal behavior in a con-
versation with the interaction partner. Participants engaged in less mimicry and took a more closed 
off posture when interacting with partners portrayed as immoral compared to when interacting 
with partners who were portrayed as unsociable or incompetent. Moreover, third party observers 
rated the interactions as less smooth in the immoral than unsociable or incompetent conditions, 
indicating the friction that moral judgments can create in interpersonal interactions.

Although the bulk of research has focused on the power of moral disagreement or moral 
violations to harm interpersonal processes, there is evidence that moral agreement (i.e., conver-
gence between people on moral beliefs) facilitates interpersonal coordination. People are drawn 
to morally similar others, not just repelled by morally dissimilar others (e.g., Skitka et al., 2005; 
Wright et al., 2008). Also, moral conviction prompts others to initiate contact with others to garner 
social support for their beliefs; for example, activists often seek to form new relationships with 
likeminded others through door- to- door canvassing and hosting meetings in their homes (e.g., 
Skitka et al., 2017).

We also note that links between moral judgment and interpersonal processes can operate in 
the opposite direction, such that interpersonal closeness or warmth toward individuals can bias 
judgments of others’ morality. The mere liking effect describes a tendency for people to attribute 
moral attributes to individuals they like versus do not like, even when the reasons for liking are 
unrelated to or at odds with common sense morality (Bocian et al., 2018; Bocian, & Wojciszke, 
2014). Similarly, when leaders in good standing break rules, people are less apt to blame and 
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punish others who subsequently commit similar transgressions because leaders’ (bad) behavior 
influences observers’ perceptions of relevant norms (Bauman et al., 2016). When paired with the 
research reviewed above, these studies suggest a self- reinforcing cycle of interpersonal moral 
judgment, such that esteemed (vs. scorned) others may be judged as more moral, which reinforces 
liking, subsequent interpersonal behaviors, and even moral judgments themselves.

Why morality affects interpersonal judgment and behavior

In this section, we consider why morality exerts such profound effects on interpersonal processes. 
We focus on the phenomenology of moral judgments— the way individuals experience their moral 
beliefs and judgments— to explain the interpersonal costs associated with moral disagreement. 
Deviations from what perceivers judge to be the morally correct course of action are not easily 
explained away by situational or other transitory forces. Instead, the indelible mark of a perceived 
moral transgression tends to come in the form of judgments of an individual’s character, which 
carries long term consequences for interpersonal relations.

Characteristics of moral judgments and beliefs

Moral beliefs and judgments tend to differ psychologically from mere preferences or opinions in 
several important ways (Skitka et al., 2021). For example, people tend to experience their moral 
beliefs as objective— more like scientific facts than personal points of view (Goodwin & Darley 
2008; Skitka et al., 2005). People also perceive their moral beliefs to be universally applicable 
in the sense that everyone, regardless of status or culture, should endorse and abide by them 
(Skitka et al., 2005; Turiel, 1983; Van Bavel et al., 2012). Moreover, people perceive morality to 
compel people to act on their own accord and supersede any mandates set by authorities (Skitka 
et al., 2009). Taken together, the sense of objectivity, universalism, and autonomy that accom-
panies moral beliefs carries distinct interpersonal consequences: Because people are responsible 
for their moral beliefs and actions, those who share one’s moral beliefs are readily judged as 
correct and good, and those who diverge from one’s moral beliefs are readily judged as incorrect 
and bad. In short, the psychology of moral conviction prompts people to attribute others’ similar-
ities and differences to deep- seeded strengths or flaws of character, respectively. Although there 
are no doubt exceptions and moderators to this overarching picture, this account provides a fairly 
accurate description of the interpersonal gridlock that can occur when individuals differ from one 
another on issues held with strong moral conviction.

Violations of morality prompt person- focused attributions

Because moral beliefs are imbued with the properties described above, morality may trigger 
attributional processes that crystallize perceived interpersonal differences. To understand why, 
consider the possibility that people perceive situations and issues concerning morality as “strong 
situations.” Strong situations are contexts that provide clear behavioral norms that typically con-
strain individual variability in behavior, resulting in behavioral conformity with relevant norms 
(Mischel, 1977). From an attributional perspective (e.g., Kelley, 1973), knowing that an individual 
acted in accordance with relevant norms in a strong situation may tell you very little about who 
the person is and how they differ from others; however, knowing that an individual violated rele-
vant norms and acted contrary to the behavioral expectations set by a strong situation may prompt 
attributional processes aimed at trying to understand why this person acted in this way despite the 
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demands of the situation. The most readily available explanation is that some stable characteristic 
of the person caused them to act contrary to the clear prescriptive norms of the situation.

Based on this analysis, we would expect that the interpersonal costs associated with 
disagreements about morality (in the form of attitudes, judgments, and interpersonal behaviors) 
will be stronger than the interpersonal benefits associated with agreements about morality. Some 
support for this claim comes from recent research by Guglielmo and Malle (2019), who find that 
interpersonal blame is both more amplified and more differentiated than interpersonal praise, 
holding constant the degree of the praise-  or blame- eliciting behavior. This is consistent with the 
negativity effect, which has been shown to impact interpersonal processes in close relationships 
and social interaction more generally (De Bruin & Van Lange, 2000; Fiske, 1980; for a review, see 
Baumeister et al., 2001).

Moral emotions promote attributional certainty and inhibit revision

Despite the cognitive connotation of judgment, moral judgments are widely recognized as 
possessing strong emotional components (e.g., Haidt, 2001; Prinz & Nichols, 2010). Perceived 
moral transgressions and transgressors trigger strong emotions, especially anger (e.g., Haidt, 
2003; Skitka et al., 2004; 2006; Tetlock et al., 2000). Anger is associated with greater certainty, 
which can affect information processing in several ways, such as preempting further processing 
of stimuli in the manner required to revise initial impressions (e.g., Tiedens & Linton, 2001; 
for a review see Lerner, et al., 2015). Moreover, people who are angry are more likely to pre-
sume that harm has occurred (Gutierrez & Giner- Sorolla, 2007), which can reinforce people’s 
perception that a moral violation has occurred and should be punished (e.g., Malle et al., 2014; 
Smith & Lazarus, 1993). Thus, the emotions prompted by spontaneous moral judgments of 
acts or actors who violate one’s moral standards can reinforce and amplify initial interpersonal 
impressions and perceptions. Of course, emotions involve appraisals and action tendencies 
that also have direct effects on judgment and behavior, independent of their effects on moral 
attributions (Frijda, 2007).

Future directions for research

Privileged status of moral beliefs

One question for future research is whether one’s meta- ethical belief system impacts the tendency 
to assign privileged status to one’s own moral commitments, and thus moderates the interpersonal 
consequences associated with moral disagreement. A meta- ethical belief system refers to one’s 
beliefs about the nature of morality, such as whether morality is believed to be objective or abso-
lute vs. relative and subjective (e.g., Forsyth, 1980). For example, one form of moral relativism 
is rooted in the belief that morality cannot be objectively determined because it is rooted in cul-
turally variable social practices. This perspective prompts some to adopt the normative position 
that others’ views ought to be tolerated. Alternatively, some may simply view tolerance as a virtue 
in and of itself, regardless of their meta- ethical commitments. In either case, people who espouse 
these views may be less likely to associate their moral beliefs with objectivity, universalism, and 
autonomy and may therefore be less likely to exhibit differences in how they interact with others 
depending on moral similarity or dissimilarity. In short, future research could seek to identify 
boundary conditions of the interpersonal consequences of morality, especially as a means toward 
understanding when and how differently minded people can get along.
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Attributional processes

According to our analysis, many of the detrimental interpersonal effects of moral disagreement 
stem from the tendency to make negative attributions about others’ character. Future research 
should seek to identify factors that moderate this tendency as a means to mitigate interpersonal 
conflict.

The tendency to form dispositional attributions on the basis of limited behavioral informa-
tion is recognized as automatic and fundamental (Gilbert & Malone, 1995; Jones, 1979; Uleman 
et al., 1996), but the trait inference process is subject to moderating factors. For example, research 
indicates that engaging in elaborate, in- depth, or systematic processing can subdue dispositional 
attributions in favor of more complex, enriched causal explanation (D’Agostino & Fincher- Kiefer, 
1992; Fletcher et al., 1990; Forgas, 1998). Relatedly, research on construal level theory suggests 
that psychological proximity (versus distance) to a target can reduce the tendency to form spon-
taneous trait inferences based on limited behavioral information (Rim et al., 2009). The challenge 
is that in cases of moral disagreement, individuals’ motivations to engage in systematic, elab-
orative processing or to attain psychological proximity with dissimilar others may be weak or 
non- existent.

Additional research is needed to understand how to disrupt strong dispositional attributions 
in cases of moral disagreement. One promising finding from the stereotyping literature is that 
training individuals to consider situational explanations for behavior can diminish the ten-
dency to engage in outgroup derogation (Stewart et al., 2009). Similarly, encouraging a growth 
or “incremental” mindset— seeing others as works in progress rather than fixed entities— has 
been shown to increase tolerance and willingness to compromise with outgroup members by 
reducing harmful dispositional attributions (Levontin et al., 2013). Thus, where practical, 
structured interventions targeting unhelpful attributions be a useful means of upsetting the 
processes depicted in Figure 10.1.

Unitary or foundation- specific consequences

Many contemporary theories of morality can be classified as pluralistic views; they maintain that 
people apply multiple, distinct moral values or foundations when making moral judgments or 
deciding on moral courses of action (e.g., Graham et al., 2013; Janoff- Bulman & Carnes, 2013; 
Rai & Fiske, 2011). These theories suggest that morality itself has distinct dimensions that jointly 
influence people’s judgment. However, other research on the psychological experience of mor-
ality suggests that, irrespective of the particular values or foundations upon which one’s moral 
judgments are based, morality generates a common experience (e.g., Skitka & Bauman, 2008; 
Skitka et al., 2015). That is, the way people feel and act when confronting moral issues is largely 
the same, irrespective of what values or foundation of morality underpins their concern (see also 
Gray et al., 2012). Therefore, there is an opportunity to better understand the link between the 
structure of morality and the psychology of how people experience morality. Future research could 
systematically examine people’s reactions to moral violations of different values or foundations 
and test whether they have different interpersonal consequences. For example, violations of moral 
purity may be especially likely to elicit disgust and prompt people to disengage with transgressors 
whereas acts that cause unjustified harm to others may be especially likely to elicit anger and 
prompt people to engage and punish transgressors.
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Conclusion

Moral judgments affect interpersonal processes ranging from basic elements of person perception 
to decisions about with whom to engage and how to engage with people. These effects, and the 
mechanisms that underpin them, can easily increase polarization along moral lines: Initial moral dis-
agreement between individuals triggers judgments, attributions, emotions, and behaviors that increase 
interpersonal distance and degrade or diminish subsequent interactions (Figure 10.1). In a pluralistic 
society, engagement with individuals who do not share one’s moral views is unavoidable and poten-
tially beneficial, so what are we to do? One option is to follow our intuitive psychology, which results in 
deeper entrenchment and greater polarization. This tendency may be exacerbated by leaders who seek 
to energize supporters and demonize critics by framing issues as threats to the moral order. Another 
option is to make deliberate attempts to understand divergent perspectives, resist the temptation to 
attribute moral differences to fundamental deficits in character, engage in collective sensemaking, and 
approach moral disagreements as pragmatic problems that may have mutually acceptable solutions.
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Moral character in group perception

Marco Brambilla and Simona Sacchi

Abstract

Although the role of morality in social life has been at the center of the psychological investiga-
tion from the discipline origins, the importance of moral character in shaping group perception has 
received less attention. This chapter reviews recent research showing the dominant role of moral 
contents in group evaluation. Thus, moral traits are more relevant than non- moral traits (i.e., soci-
ability and competence) when people gather information and form global impressions of ingroup 
and outgroup targets. Such a primacy relates to the link between morality and the perception of 
threat. Indeed, moral information is key to establishing whether the group members have bene-
ficial or harmful intentions and whether they pose a threat to the individual and the group’s life. 
The chapter also reviews work showing that morality is key in shaping the group self- concept and 
self- enchantment. We conclude by outlining a trajectory for future research.

 • Morality drives the impressions that we form and the evaluations that we make of group 
members.

 • Morality is the most important quality for feeling good about one’s ingroup.
 • Given that morality is a central part of the self- concept and ingroup image, people are very sen-

sitive to moral threats and reproach.
 • Morality is key in group perception because it establishes whether ingroup and outgroup 

members are beneficial or harmful.

Introduction

The study of morality and its role in social life permeates the history of human thought since its 
origins. Indeed, scholars dating back to Aristotle have argued that morality should be placed at 
the top of the virtues’ hierarchy as a good to which everyone must aspire. Extant work on moral 
psychology has been concerned with morality, especially when analyzing thinking, reasoning, 
and social development (for a review, Ellemers et al., 2019). Yet, compared to these strands of 
research, the relevance of morality in shaping impressions of individuals and groups has received 
less attention. One reason that could explain such a gap is the widespread reliance on a traditional 
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view that people form impressions by combining only two fundamental dimensions: Warmth and 
competence (Abele et al., 2021; Fiske et al., 2002). However, in the last decade, a newly emerging 
perspective has shown that morality is not only a critical and separable dimension of social evalu-
ation but that it may even be the primary dimension when people are asked to form impressions 
of individuals and groups (Brambilla & Leach, 2014; Brambilla et al., 2021; Ellemers & Van 
den Bos, 2012; Goodwin, 2015). Thus, this chapter reviews work illustrating the distinctiveness 
and primacy of morality in social evaluation, focusing on group perception in particular. More 
specifically, we review insights that demonstrate that morality has a primary role in guiding the 
impressions that we form and the evaluations that we make of group members, and this can be 
seen at early and more mature stages of impression formation. We also review works showing the 
importance of morality for group self- concept and intra- group behavioural regulation. After briefly 
describing the two- factor models of social perception, we first consider work showing the primary 
role of moral categories at different stages of group impression formation. We discuss findings 
showing that people gather information on others’ morality and that information concerning mor-
ality has a greater impact on the global impressions of group members than information concerning 
non- moral characteristics. We then consider work on the validation of the group morality and its 
impact on self and group image.

Two- dimensional models of impression formation: theoretical bases

People continuously evaluate themselves, other individuals, their own groups, and other groups 
in society. Most of these evaluations are based on two broad dimensions (for reviews, see Abele 
et al., 2021; Abele & Wojciszke, 2014; Fiske et al., 2007; Wojciszke, 2005) that are warmth and 
competence (also referred to as communion and agency or horizontal and vertical dimensions). 
While warmth refers to benevolence in social relations and captures traits such as friendliness, 
kindness, and trustworthiness, competence relates to the power to achieve one’s goals effectively 
and captures qualities such as efficiency, intelligence, and capability (Asch, 1946; Rosenberg et al., 
1968). These dimensions are relevant to our impressions of people because they signal whether 
someone’s intentions towards us are beneficial or harmful (i.e., warmth) and whether they have the 
ability to fulfill their intentions (i.e., competence).

The warmth by competence framework has been extensively employed to understand interper-
sonal (Abele & Wojciszke, 2014; Rosenberg et al., 1968; Wojciszke 2005) and group evaluations 
(Fiske et al., 2002). At the interpersonal level, the influential Dual Perspective Model (DPM; 
Abele & Wojciszke, 2014) reveals that warmth and competence account for most of the vari-
ance in global impressions of other individuals and that most of the experienced past events with 
other people are framed in terms of either warmth or competence. Although both dimensions 
are important, the DPM also shows that in social interaction warmth information receives higher 
weight in forming an overall impression of another individual than competence information. Such 
a priority reflects the functional necessity to find out the benevolent or malevolent intentions of 
other individuals.

At the group level, the relevance of warmth and competence has been mainly shown by the 
impressive work on the Stereotype Content Model (SCM; Fiske et al., 2002). Findings across 
50 countries show that stereotypes are not uniformly positive or negative, but rather can be sim-
ultaneously positive on warmth and negative on competence, or vice versa (Fiske, 2018). The 
studies in this area have also argued that perceivers prioritize warmth information when evalu-
ating ingroup and outgroup members because warmth information is functional in revealing 
others’ intentions.
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Despite the relevance of the two- dimensional models of social evaluation, there has been recent 
debate surrounding alternative models of person and group perception (Brambilla et al., 2021; 
Ellemers & Van den Bos, 2012; Koch et al., 2016). Indeed, an important conceptual ambiguity 
suffuses the notion of warmth. It conflates aspects of sociability, such as friendliness, with aspects 
of morality, such as honesty (for a discussion, Brambilla & Leach, 2014; Goodwin, 2015). However, 
a person can be honest, but not necessarily sociable and friendly, or vice versa. In a similar vein, 
while some groups have been stereotyped as honest but not especially sociable (e.g., Japanese; 
Katz & Braly, 1933) some other groups are viewed as social but immoral (e.g., homosexuals; 
Brambilla & Butz, 2013; Madon, 1997). While sociability refers to an orientation to affiliate with 
and form connections with others, morality relates to the perceived correctness and virtue of our 
interaction partners (Brambilla & Leach, 2014). In light of this distinction, recent research reveals 
that distinguishing the sociability and morality components of warmth can enrich the examination 
of social evaluation. For instance, the Moral Primacy Model of Impression Development (MPM; 
Brambilla et al., 2021) has been recently developed as a framework to understanding social per-
ception. It centers around the assumptions that morality, sociability, and competence are conceptu-
ally distinct characteristics that make unique contributions to impression formation.

At the interpersonal level, evaluations of other individuals are reliably factored into three rele-
vant trait dimensions that can be interpretable as morality, sociability, and competence (Goodwin 
et al., 2014). Moreover, across study designs, contexts, or measurement techniques, moral traits 
are stronger determinants of overall impressions than non- moral traits. Thus, it appears that 
morality is central to judgements and evaluations we form of other individuals. The distinction 
between sociability, competence, and morality is not confined to interpersonal perception; it also 
enriches the examination of group perception, as shown in the work reviewed in the following 
paragraphs.

Evaluating ingroup and outgroup members: morality dominates group 
impressions

In the attempt of studying group’s virtue, Leach and colleagues (2007) found that traits indicating 
morality (e.g., sincere, trustworthy) were distinguishable from traits indicating sociability (e.g., 
friendly, kind) and competence (e.g., intelligent, skilled). Their work further showed that people 
consider morality as the most important quality for feeling good about one’s ingroup. By manipu-
lating morality, sociability, and competence qualities, the authors highlighted that perceived 
ingroup morality was the strongest predictor of pride in the group. These early findings inspired 
several lines of research on the primacy of morality in group life (Ellemers et al., 2019). For 
instance, a substantial amount of research on the regulation of individual behavior within groups 
revealed that shared moral standards play a critical role in defining people’s social identities and 
behavioral coordination within their ingroup (Ellemers et al., 2013). Indeed, these studies con-
sistently showed that group members are particularly concerned about the group’s evaluation of 
their morality rather than non- moral characteristics and are more inclined to behave in line with 
morality- based ingroup norms (Ellemers et al., 2008; Ellemers & Van den Bos, 2012; Pagliaro 
et al., 2011). Furthermore, shared moral values within the group function to define a distinct and 
positive social identity (Ellemers et al., 2013).

If on one side, morality regulates the group life and group members’ behaviors, on the other 
side, it critically forges social evaluation and the stages of impression formation. Impression for-
mation is a multi- componential process, starting with either a search or with a selection of the infor-
mation useful to make a judgment of a social target, and ending with a global evaluation of that 
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target (Carlston, 2013). Empirical work has shown the key role of moral qualities at early stages 
of impression formation, that is when individuals select informative evidence. For instance, one 
work tested how people search for information to form impressions of group members (Brambilla 
et al., 2011). Specifically, Italian participants were asked to evaluate the relevance of 15 positive 
traits balanced for favorability and evaluative extremity (five for each dimension of morality, soci-
ability, and competence) for judging an ingroup (Italian guy) or an outgroup target (Indian guy) 
with reference to different goals: morality- relevant (revealing a secret to the target), sociability- 
relevant (inviting the target to a party), competence relevant (hiring the target for a research pro-
ject), and global (forming an impression of the target) goals. Moral qualities were rated as the most 
informative cues regardless of the goal type and the target group. Moreover, in the global goal 
condition, when participants were asked to form a global impression of the target, they indicated 
greater interest in obtaining information about morality- related traits, thus attesting to morality’s 
primary role in information gathering. Importantly, morality- related and sociability- related traits 
were differentially selected in all four goal conditions, suggesting that they may represent two dis-
tinct evaluative contents. Besides fitting with prior findings documenting that people highly value 
trustworthiness in others (Cottrell et al., 2007), this work further reveals that morality was highly 
valued for both ingroup and outgroup targets.

These findings were confirmed by a second study, in which participants were asked to select 
three questions to investigate ingroup’s (vs. outgroup) morality, sociability, and competence from 
a defined pool of queries varied by hypothesis confirming power. Participants were more interested 
in posing questions about the target’s morality than sociability or competence. Furthermore, 
participants searched for more diagnostic negative information when inquiring about ingroup’s 
and outgroup’s morality than when inquiring about their sociability (or competence). Indeed, indi-
viduals are motivated to question and falsify others’ morality to detect threatening behaviors and 
protect themselves (Rusconi et al., 2020; Skowronski & Carlston, 1987).

Taken together, the empirical work reviewed suggests that information about morality is pref-
erentially selected over sociability and competence information when people aim to form global 
impressions of others. Such a primacy of morality fits with a functionalist perspective discussed in 
the introduction. Indeed, knowing another’s intentions for good or ill is more essential for survival 
and group life than knowing whether a person can fulfil those intentions (Fiske et al., 2007). In 
social interactions, people are primarily interested in discovering whether fellow group members’ 
intentions are beneficial or harmful, that is, whether they represent an opportunity or a threat. 
Given that morality captures the perceived correctness of social targets, it makes sense that we are 
oriented to others’ morality as moral qualities would be more essential to establish the extent to 
which someone poses a threat.

Inspired by these findings, more recent work on the MPM investigated whether the leading role 
of morality goes beyond information seeking and affects first impressions (Brambilla et al., 2012). 
Specifically, participants were asked to provide their impression of an unfamiliar immigrant group 
(i.e., the Ortandesi), depicted as high (vs. low) in morality, sociability, or competence. Supporting 
the primacy of morality, results showed that participants reported a more positive impression of 
the social target when the group was described as highly moral rather than lacking morality. By 
contrast, sociability and competence information did not play any meaningful role in predicting 
impressions. One study tested the socio- functionalist view of morality in first impressions of 
groups and showed that the morality of the group had such a large effect on global impressions 
because the outgroup’s morality was closely linked to the perception of threat. Thus, when an out-
group was presented as immoral it was not liked because it was seen as highly threatening. Thus, 
moral information appears more relevant when forming a global evaluative judgement of social 
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groups than information about sociability and competence. Moreover, these findings empirically 
supported the general idea that morality is fundamental in social judgment because it prefigures 
whether another party is beneficial or harmful.

The empirical work reviewed shows that moral content is prioritized for both ingroup and out-
group members. Thus, the irrelevance of the target membership suggests that the primacy of mor-
ality is a stable effect, unaffected by the intergroup context. Nevertheless, different mechanisms 
might explain the same relevance of moral- related traits in forming impressions of ingroup an 
outgroup members. To investigate these underlying processes, a new set of experiments asked 
participants to rate either an outgroup or an ingroup member differently described in terms of mor-
ality, sociability, and competence (Brambilla et al., 2013). The findings consistently supported the 
primacy of morality in shaping group evaluations and behavioral intentions. Indeed, both the out-
group and the ingroup target were liked when described as moral and disliked and kept at distance 
when described as lacking morality; by contrast, competence-  and sociability- related cues had no 
significant impact on evaluations and behavioral intentions. Furthermore, when both the ingroup 
and the outgroup target were presented as immoral, they were disliked because perceived as highly 
threatening. Importantly, going beyond a general perception of threat, this set of studies explored 
how specific profiles of threat affect the relationship between moral traits and ingroup/ outgroup 
impressions. The findings showed that morality is key in shaping outgroup evaluations because 
the immoral outgroup is perceived as a real and concrete threat to the ingroup’s survival possibil-
ities and safety. On the opposite side, ingroup morality had a primary role in predicting ingroup 
impressions because the ingroup member’s immorality threatens group- image and integrity. Thus, 
moral characteristics have a primary role (over non- moral characteristics) in shaping impressions 
and behavioral intentions towards ingroup and outgroup members. Moreover, although the per-
ception of threat is the key underlying mechanism, different and complementary profiles of social 
menace explain the primacy of ingroup’s and outgroup’s morality. Monitoring the outgroup mor-
ality may be functional for defending the ingroup from an immoral outgroup member who is 
potentially harmful to the individual and group survival. Conversely, scrutinizing the morality 
of ingroup members may be functional to the punishment of members’ selfishness and unfair 
behavior, and the preservation of group reputation and internal cooperation (Ellemers & Van den 
Bos, 2012).

The importance of being (perceived) moral: morality as group validation

Given that morality is a central part of the self- concept and ingroup image (Leach et al., 2007), 
people are very sensitive to moral threats and reproach. Indeed, given the primacy of moral infor-
mation in defining group image, people anticipate receiving ingroup respect when adhering to 
morality- related norms (Pagliaro et al., 2011). In the same vein, an ingroup member’s immorality 
fosters a sense of threat to the ingroup integrity and leads to negative behavioral intentions towards 
the moral transgressor (Brambilla et al., 2013).

However, witnessing immoral actions and transgression of moral norms is not likely to elicit 
a sense of threat exclusively. When the social perceivers do not share group membership with 
the wrongdoer, the immoral act might also enhance the perception of ingroup moral superiority 
(Epley & Dunning, 2000), foster a sense of doing comparatively well through downward social 
comparison (Suls & Wheeler, 2013), and reduce the sense of threat to the ingroup and personal 
moral identity (Minson & Monin, 2012). In line with this reasoning, recent work within the frame 
of the MPM explored the effects of participants’ exposure to an immoral (vs. moral) behavior on 
self- view and sense of self- satisfaction (Sacchi et al, 2021). This work reveals an enhancement 
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of self- representation when participants were presented with an immoral behavior performed by 
an outgroup member. Moreover, this effect was moderated by the level of participants’ identifi-
cation: The stronger the identification with their own group, the more positive their self- view in 
the face of an outsider’s moral wrongdoing. Importantly, this self- view enhancement is not due to 
a generic influence of an external negative behavior but to a specific effect of a moral violation. 
Indeed, the negative (vs. positive) behavior concerning a different dimension (i.e., competence) 
did not affect participants’ self- views at any level of ingroup identification.

As shown by this line of research, the sense of group moral superiority promotes pride to 
be in, a sense of belonging and positive self- perceptions. From a complementary perspective, 
several studies revealed that threats to the moral status of the ingroup might generate defensive 
responses rather than strivings to improve in the moral domain (Minson & Monin, 2012). In 
stark contrast, acknowledging the moral status of the ingroup, as remembering the group moral 
actions, is likely to reduce self- protective reactions and promote prosocial orientations and will-
ingness to help disadvantaged groups (van Leeuwen et al., 2013). Consistent with this idea, a set 
of three experimental studies showed that positive feedback about ingroup morality improves 
attitudes towards immigrants and increases anger over their predicament. Moreover, this ben-
evolent standpoint towards the underprivileged group promoted by the ingroup moral validation 
is likely to encourage collective action on its behalf, as the defence of the immigrants’ rights 
(Vázquez et al., 2022).

Therefore, as detailed in this paragraph, the dominant role of moral qualities in forging threat 
perception and impression formation on ingroup and outgroup members might have some relevant 
effects. Since morality is a key driver of social evaluation, it is not surprising that people strive to 
affirm themselves and their groups as moral, as well as being perceived as moral by others. Indeed, 
anticipating reproach on the moral domain or seeing the ingroup as less moral than other groups 
might be perceived as threatening for the individual and the group.

Conclusion

The work we have reviewed here shows that morality has a primary role in guiding the impressions 
that we form and the evaluations that we make of group members. Thus, when collecting infor-
mation about group members to form an impression, morality is preferentially selected over non 
moral characteristics (sociability and competence). Moreover, once information is available to 
make judgments about a group member, morality plays a primary and distinct role compared to 
other dimensions. The work reviewed in this chapter has not only shown the primacy of morality 
in impressions of both ingroup and outgroup members, but it has also cast light on the mechanisms 
underlying such a primary role. Morality is critical to establishing whether ingroup and outgroup 
members have harmful or beneficial intentions, and thus whether they can be friends or foes. In 
other words, morality drives group perception because morality and the perception of threat are 
inherently linked. Concerns around the image of one’s own group explain the relationship between 
the perceived (im)morality of one’s own group and reactions to the (im)moral ingroup. Conversely, 
safety threat, explains the relationship between the perceived (im)morality of an unknown indi-
vidual that does not belong to our group and reactions to that (im)moral target individual. In sum, 
our judgments of another party’s morality are more important to the essential decision we must 
make about whether they represent an opportunity or a threat. And, our judgments of our own mor-
ality are an important basis for feeling good about ourselves as individuals or as group members 
(Figure 11.1).
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The works reviewed across the chapter revealed that judging a group as moral does not have  
the same implications as judging them as sociable. By showing that morality and sociability make  
unique contributions to impression formation, the work reviewed in the chapter suggests the  
importance of distinguishing the sociability and morality components of warmth (Brambilla et al.,  
2021; see also Abele et al., 2021).

The research evidence presented in this chapter also raises several future research possibilities. 
An important direction for further research would be to broaden the notion of morality. Indeed, 
most studies reviewed in the chapter conceived morality mainly in terms of trustworthiness and 
honesty. However, morality might be conceived more broadly than this definition implies (Gray 
& Graham, 2019). For instance, Moral Foundations Theory (see Graham et al., 2011) suggests 
that morality encompasses aspects connected to harm, fairness, loyalty, authority, and purity. 
Thus, one direction that would be interesting to take in further research is to investigate how 
different moral characteristics affect impression formation and group- based identities and intra- 
group behavioural regulation. Pursuing the goal of extending this narrow definition of morality, 
future studies might also explore the role of rule- based morality (deontology) vs. outcome- based 
morality (utilitarianism) in forging group life and social perception (Sacchi et al., 2014). Although 
the lines of research on moral reasoning and social perception of morality have developed in a 
completely independent way, it has been recently shown that agents who express deontological 
moral judgments are preferred as social partners and perceived as more trustworthy than agents 
who express consequentialist preferences (Crockett et al., 2021). Building on these findings and 
bridging these two theoretical traditions, future studies could compare the social perception of 
social targets that act according to moral rules (deontology) with that of targets who follow soci-
ability-  or competence- related norms. Moreover, the social perceiver’s impressions derived from 
rule- based vs. outcome- based behaviours in different domains might be explored.

Figure 11.1  The primacy of morality in group perception.
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THE INTERGROUP LEVEL

Social neuroscience of intergroup decision- making

Jennifer Kubota, Richa Gautam, and Jasmin Cloutier

Abstract

Burdens and rewards are inequitably distributed across various social group memberships (e.g., by 
race, gender, ethnicity, SES). While considerable research has examined the processes underlying 
intergroup cognition, relatively less research has considered how these mechanisms contribute 
to bias in morally- relevant intergroup decisions. This chapter reviews the limited behavioral and 
neuroscientific research on intergroup decision- making related to trust, cooperation, and fairness. 
This review shows that group membership affects these decisions and often contains moral 
dilemmas. The overlap in the neural antecedents implicated in intergroup impression formation, 
moral reasoning, and decision- making is also reviewed to derive a new Intergroup Moral Value 
Computation Model. Together the reviewed research highlights the importance of considering 
the flexible integration of ingroup vs. outgroup partner characteristics and social norms to under-
stand moral judgments and decisions. We conclude by discussing remaining questions and future 
directions for intergroup moral decision- making research.

 • Ingroup favoritism impacts decisions to trust and cooperate with others as well as assessments 
of fairness in intergroup contexts.

 • Context, motivation, goals, reputation, and social norms can enhance or reduce ingroup favor-
itism in trust, cooperation, and fairness.

 • Social neuroscience and computational modeling allow researchers to better understand and 
predict the role of ingroup favoritism in moral intergroup decisions.

Introduction

Morality allows us to live cooperatively in groups, and deciding whom to trust, cooperate with, and 
who is just is the backbone of social living. In this way, trust, cooperation, and fairness consider-
ations are morally relevant decisions. Throughout history, countless examples of moral principles 
have been applied to some but not all members of society, with certain groups relegated to unjust 
and inequitable treatment. Humans are more likely to trust, cooperate, and judge someone’s 
actions as fair if they are similar in their characteristics (e.g., age, gender, status, race, culture, 
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language, sexual orientation, political ideology, etc.). To better understand how and why biases 
occur in intergroup moral decisions and what may be done to combat these biases, this chapter 
reviews the small but growing social neuroscience literature on the morally relevant decisions 
of trust, cooperation, and fairness. Predicting the intentions of others helps us efficiently navi-
gate our social world. When encountering another person, we rapidly evaluate whether they are 
likely to help or harm us, which in turn can influence our decisions to trust and cooperate with 
them and assess their actions as fair or just. Social evaluations scaffold impressions and moral 
judgments, helping perceivers rapidly differentiate fair from unfair, cooperators from competitors, 
and friend from foe. For most of scholarly history, an assumption of rationality informed theories 
of human decision- making (Camerer, 2003). These theories typically assume that actors weigh 
and apply information in an unbiased manner, and that strictly rational humans would seek to 
maximize gains and reduce costs regardless of the group membership of their interaction partner 
or team. But moral reasoning, judgements, and decisions are not always rational. Examples of 
this irrationality may occur when individuals consider the social group of belonging of victims of 
moral transgressions. If someone does not share the same language, racialized background, socio-
economic status, nationality, gender, or age, others may not come to their aid to the same extent as 
those who share these characteristics. Furthermore, they may not trust them, cooperate with them, 
and view their actions as fair as they would for ingroup members.

Decades of research reveals that people prefer their ingroup and compete more with their out-
group. These decision biases stem in part from the spontaneous categorization and evaluation of 
others based on their social identity. In an intergroup context, our decisions are skewed by the 
familiarity and esteem we have for our ingroup, and by our outgroup prejudices, stereotypes, and 
conflicts. Threats to the ingroup can become personal (Tajfel et al., 1979), even when ingroup– 
outgroup boundaries are minimal (Tajfel et al., 1971). Therefore, decision- making can differ, both 
in its process or outcome, for ingroup and outgroup members. Unsurprisingly, intergroup decision- 
making is riddled with moral dilemmas. Differential treatment of others based on their group 
affiliations is considered prima facie immoral (Brenick & Killen, 2014; Møller & Tenenbaum, 
2011). And yet, we engage in it often when making intergroup decisions. For this reason, almost 
every intergroup decision involves moral considerations.

Trust and cooperation are the foundation of social relationships. Trustworthiness, cooper-
ation, and fairness are typically valued principles and often described as the right thing to do 
when a partner has “good” qualities. Not trusting or cooperating with a kind and just person 
can cast doubt on the individual’s morals. Trust has been described as a moral value (Uslaner, 
2008), and is more likely to occur when one believes a partner or group will act benevolently and 
justly. Untrustworthy individuals are often described in moral terms as dishonest, self- interested, 
and unjust. In addition, cooperation has been described as a moral imperative (morality- as-   
 cooperation model; Curry, 2016). Many forms of cooperation, such as reciprocation, equal dis-
tribution of resources, being brave, and helping groups or kin, are often valued moral principles 
cross- culturally (Curry et al., 2019). Both trust and cooperation are critical to facilitate social 
relations, but as we describe in this chapter, these moral decisions (to trust, to cooperate, to assess 
an action as just or fair) are not always rendered similarly when the partner is an ingroup versus 
an outgroup member.

In this chapter, we provide an overview of the growing body of research on intergroup decision- 
making. Because existing work on this topic is broad and spans multiple identity domains including 
race, gender, age, sexual orientation, status, political ideology, etc., we will only provide a snap-
shot of the exciting work being done. Before reviewing some of the current research, we will first 
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briefly summarize behavioral and neuroscientific methods used in decision- making research on 
trust, cooperation, and fairness. We will conclude by proposing an intergroup value computation 
model we hope can be generative for future intergroup decision- making research.

Decision- Making Methods Relevant to Moral Psychology

Behavioral Decision- Making Paradigms

How might researchers examine and model the psychological and neural processes underlying 
intergroup trust, cooperation, and fairness? To do so, researchers often ask participants to make 
explicit decisions about or on behalf of ingroup and/ or outgroup members. Decision- making 
tasks typically assess our actions in material interactions and are performed under a variety of 
conditions (e.g., in dyads or groups, when interactions are iterative or single, with certain or 
uncertain outcomes, during stressful or calm conditions, or even when individuals in a group 
must make their choice sequentially versus simultaneously). There are a variety of decision 
tasks relevant to moral psychology that can be broadly organized into two categories: posi-
tive decision domains (e.g., trust games [TG], stag hunt, public goods games [PGG]; fairness 
assessments; justice game [JG]), and negative decision domains (e.g., ultimatum games [UG], 
dictator game [DG], lottery choice task [LCT]). Several features of these tasks are well suited 
for probing intergroup moral decision- making. For one, these tasks provide more generaliz-
able insights into everyday decision processes. These games are played with partners, allowing 
researchers to examine how group membership influences moral decisions systematically. 
Additionally, because some tasks are incentivized, a participant’s choice may represent their 
genuine preference for the ingroup versus the outgroup. We focus our review on the positive 
decision domains but remind readers that the negative decision domains have consequential 
outcomes, such as punishment.

Neuroscientific and Computational Methods

Increased interest in social and affective neuroscience and neuroeconomics has led to greater 
enthusiasm for the use of neuroscientific, physiological, and computational methods to under-
stand human decision- making. When applying decision- tasks to morally relevant intergroup 
decisions, researchers have primarily relied on temporally sensitive measures, such as event- 
related brain potentials (ERPs) from electroencephalograms (EEG), and spatially sensitive 
measures, such as functional magnetic resonance imaging (fMRI). Because neural measures 
can assess real- time processes that are insensitive to purposeful misrepresentation, they are 
useful in situations with social desirability concerns. This is critical when examining intergroup 
decision- making because social norms frequently impact how individuals respond when making 
explicit decisions. Moreover, the mechanisms guiding decision- making can be inaccessible to 
the decision- makers and therefore difficult to characterize and change. Neural and physiological 
measures can assess the spontaneous processes that occur prior to the explicit decision. This is 
useful to assess when, for example, cognitive control is enacted to override a prepotent response 
(e.g., a stereotype or prejudice) based on self- presentation or norm concerns (e.g., a goal to be 
equitable).

Computational modelling is also an important analytical tool to study decision- making. 
Computational models can mathematically outline an individual’s valuation of a stimulus, action, 
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or outcome. Measured and modelled as value signal, it is a type of reward signal that indicates the 
subjective experience of the reward. It can be augmented with additional parameters— for example, 
estimating an individual’s value of perceived loss and risk, or their attitudes about outgroups, etc. 
One of the advantages of decision- making tasks mentioned above is that they are amenable to 
formalizing the choice process to derive parameters indicative of individual differences during 
decision- making. By estimating parameters trial by trial, computational models map out their 
relative roles during decision- making. In combination with neuroimaging efforts, researchers can 
identify distinct neural regions and processes that are associated with parameters relevant to moral 
decisions identified through computational modelling. Together, these approaches can lead to a 
better understanding of the mechanisms that give rise to intergroup decision biases. Therefore, 
computational methods can lead to theoretically informed formal models. Additionally, these 
models can be used algorithmically to discover the proportional impact of each mechanistic par-
ameter (Suzuki & O’Doherty, 2020).

Intergroup Decision- Making

To better understand social neurosciences contributions to intergroup moral decision making, we 
will first briefly discuss existing behavioral research on trust, cooperation, and fairness.

Tajfel extended decision- making to an intergroup context, finding that individuals allocate 
more resources to their ingroup than outgroup (Billig & Tajfel, 1973; Tajfel et al., 1971). From 
this early research it became clear that in some contexts humans can be more sensitive to maxi-
mizing differences in intergroup rewards rather than maximizing ingroup gains. However, this 
was an oversimplification, as ingroup favoritism is a strong factor impacting decision- making. 
Much of this initial decision- making research was based on arbitrary groups (minimal groups). 
Billig and Tajfel (1973) found that arbitrarily dividing people into groups lead to monetary dis-
crimination against the outgroup. Tajfel and colleagues (1971) also found individuals allocated 
more money to ingroups when groups are determined by task performance or preference. Over 
time, however, it became clear that this bias extends beyond minimal groups to groups based on 
their members’ social identity (e.g., Kubota et al., 2013). Individuals expect ingroup members 
to reciprocate and consider receiving future rewards more likely from them (e.g., Misch et al., 
2021), trust them more (e.g., McAuliffe & Dunham, 2016; Rotella et al., 2013), and cooperate 
with them more (Brewer & Kramer, 1986; McAuliffe & Dunham, 2016). In fact, not only do we 
expect ingroup members to favor us, but we also expect people in general to favor their ingroup. 
Termed parochial altruism, this preference for altruistic behavior towards ingroup members 
and mistrust or hostility towards outgroup members is a pervasive feature of intergroup moral 
decision- making. Consequently, we find negative behavior towards ingroup members to be less 
just (Tajfel, 1982).

As aforementioned, these judgments are inherently moral. Intergroup biases may be justified by 
individuals with the help of more complicated (and contradictory) moral conventions (e.g., “one 
should help their community”; Miller & Bersoff, 1992). Accordingly, researchers use paradigms 
with additional moral considerations (e.g., deciding if an action is just) to make the morality 
inherent and salient in intergroup decisions. Thanks to such paradigms, we now know that humans 
find ingroup members to be fairer (e.g., Mattan et al., 2020); especially under scarcity, (Chae 
et al., 2022) while judging moral transgressions of outgroup members as more unjust than those 
of ingroup members (Chapman et al., 2020), judging their unfair offers to be more acceptable 
(Kubota et al., 2013), and imitating their immoral behaviors (Vives et al., 2022).
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However, discrimination against outgroup members can be mitigated. For example, in the 
United States where conversations of injustice in policing are now widespread, individuals may 
perceive White police officers as more unjust and aggressive towards Black civilians than White 
civilians (Dang et al., 2022), which in turn shapes their assessment of the fairness of an officer’s 
behavior. The culture signals that injustice is likely to occur in certain situations and consequently 
individuals aligned with those cultural values are more likely to be on guard for injustice during 
these interactions. Evidence of outgroup members’ generosity towards the ingroup (Chiang, 2021) 
and reputational concerns about seeming biased or racist also increase outgroup trust, cooperation 
(Romano et al., 2017), and helping behavior (Zhan et al., 2019). This suggests that cultural norms, 
partner behavior, and motivations are important factors in decreasing the likelihood of discrimin-
ation in moral intergroup decisions.

Altogether, these studies indicate that people typically favor ingroup members but also highly 
value their personal social outcomes. These outcomes are dependent upon the decision- making 
context— ingroup favoritism is stronger in interdependent contexts (e.g., in PGG or TG), but 
subsides when decisions are independent (e.g., DG; Balliet et al., 2014). In independent contexts, 
individuals act more consistently with Group Bounded Reciprocity Theory (GBRT; Yamagishi & 
Mifune, 2016), which posits that humans titrate their cooperation based on the known or assumed 
trustworthiness of others. Therefore, social norms and context play an important role in intergroup 
moral decision- making.

Social Neuroscience of Intergroup Categorization and Evaluation

Brief Introduction to the Social Neuroscience of Intergroup Bias

Social neuroscience has sought to understand how, when, and why we form and express intergroup 
bias. Some of the first investigations focused on categorization and evaluative associations of 
social groups using ERPs (e.g., Kubota & Ito, 2007). Research has found that people process 
visible group membership (e.g., assumed race, gender, age) fast and efficiently (Kubota & Ito, 
2017). Humans can also process social group membership based on knowledge (e.g., social status, 
sexual orientation, political ideology) relatively fast and efficiently (e.g., Mattan et al., 2018). 
Therefore, whether we make inferences based on perceptual information or knowledge based on 
reported information or interactions, partner identity can have an almost- immediate impact on our 
impressions and subsequent decisions.

Intergroup Perception and Categorization

Cues to others’ social identity are efficiently gleaned from perceivable information and are then used 
to form impressions and evaluations which can subsequently impact decision- making (Brambilla 
et al., 2013; Ellemers & van Nunspeet, 2020). So far, psychological research on intergroup per-
ception has focused largely on the use of visual cues, specifically from faces (although the little 
research that exists on intergroup perception from auditory cues is in line with findings from 
visual perception studies; Formanowicz & Suitner, 2020; Latinus & Belin, 2011). Signs of out-
group membership are attended to rapidly, leading to faster social categorization for outgroup 
members compared to ingroup members (Stroessner, 1996; Woo et al., 2020). These signs are 
processed within milliseconds (ms), with assumed race processed within approximately 122 ms 
of an encounter (Ito & Urland, 2003). When considering that moral decisions are often made 
with this information available (i.e., when individuals can readily see or hear another), this fast 
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and efficient processing of social categories sets the stage for unfolding biases in the perceiver’s 
thoughts, feelings, and subsequent behavior.

Cultural associations can facilitate social categorization. When the perceived belongs to 
categories that are assumed to be more compatible (e.g., Black men, Asian women), they are 
processed faster than categories that are assumed to be less compatible (e.g., Black women, 
Asian men; Johnson et al., 2012). Moreover, individuals can be guarded about who to let into 
their ingroup. As such when cues are ambiguous, the influence of context (Brielmann et al., 2015; 
Huart et al., 2005) and of the perceiver’s motivations (Gaither et al., 2016; Hackel et al., 2017; 
Mattan et al., 2018) creep in to shape categorization in a manner functionally beneficial to the 
perceiver.

Once cues of outgroup membership have been perceived, attention to outgroup members 
wanes. Outgroup faces tend to be processed in a more featural than configural manner, which 
impedes individuation (Cloutier et al., 2005; Cloutier & Macrae, 2007). This reduction in 
configural face processing is marked by a lowered negative ERP around 170 ms (the N170) after 
face onset (Ratner & Amodio, 2013). Soon after, an increased negative ERP around 200 ms (the 
N200) marks deeper processing of ingroup faces (Kubota & Ito, 2007). This lowered attentional 
processing leads to deficits in remembering outgroup faces (known as the other race effect [ORE] 
or the cross- race deficit [CRD]; Correll et al., 2021). Notably, the ORE is absent when perceivers 
have been socialized to see the group as their ingroup or when individuals have more contact with 
the outgroup. For example, children adopted into families belonging to races different than theirs 
do not show ORE for faces belonging to their parents’ racial groups (de Heering et al., 2010; 
Sangrigoli et al., 2005). Intergroup contact also decreases the ORE (Meissner & Brigham, 2001) 
with the greatest impact of contact on memory occurring for childhood interactions (Singh et al., 
2022). Therefore, the ORE is limited to groups one has not been socialized into or had childhood 
or extended exposure.

The difference in perceptual processing for ingroup and outgroup faces also has consequences 
for moral perception (Cassidy et al., 2017). Faces that are not perceptually individuated may be 
more likely to be dehumanized, or deprived of human qualities (Hugenberg et al., 2016), and 
even more so when the faces belong to outgroups that are culturally dehumanized (Goff et al., 
2008). Once social group membership has been categorized, our evaluative biases towards those 
affiliations are activated.

Intergroup and Moral Evaluation

Ingroup members are often associated with positive evaluations while outgroup members are 
associated with negative evaluations (Tajfel, 1974). These evaluations can be based solely on 
assumptions derived from culturally prescribed prejudices and stereotypes, but nonetheless rap-
idly and spontaneously influence our thoughts, feelings, and behaviors (Fiske & Neuberg, 1990). 
The perception, storage, and expression of social group evaluations share neural circuits with 
other emotionally and socially relevant information (see Kubota et al., 2012; Mattan, Wei, et al., 
2018). These regions include those that support the identification of faces (fusiform face area 
[FFA]); the evaluation of individuals based on perceptual characteristics or personal knowledge of 
group identity (amygdala, ventral striatum [VS], and ventromedial prefrontal cortex [VMPFC]); 
inferences of mental states (dorsomedial prefrontal cortex [DMPFC], temporoparietal junction 
[TPJ], superior temporal sulcus [STS]); and the regulation of intergroup bias, which is often driven 
by the perceiver’s goals and motivations, (anterior cingulate cortex [ACC], and dorsolateral pre-
frontal cortex [DLPFC]). The individual’s prejudices, stereotypes, motivations to avoid bias, and 
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internalization of social norms impact the recruitment of these brain networks when perceiving 
and responding to others based on their identity.

By the age of four, we may acquire enough cultural prejudices and stereotypes to have nega-
tive evaluative associations with outgroup members (Dunham et al., 2008), and by age seven we 
often consider outgroup members to be more likely to commit immoral acts (Liberman et al., 
2018). These associations are swift. Within 200 ms outgroup members are attended to like other 
threatening categories (e.g., spiders, angry faces; the P200; Kubota & Ito, 2017, 2007). Slightly 
later, at 300 ms (the P300), individuals evaluate others and differentiate the moral status of social 
targets (Gyurovski et al., 2018). Therefore, social categorization can dominate early impressions 
by directing attention to threatening others (for some outgroup members) and subsequently shape 
evaluative processing. In this way, the path to moral decisions often starts with social categorization.

As expected, the neural substrates of moral evaluation overlap with the neural circuit supporting 
social evaluation. Moral evaluation often elicits affective responses indexed by amygdala activity 
and frequently involve increased connectivity between the amygdala and the VMPFC (Shenhav & 
Greene, 2014). Social evaluation recruits the ventromedial prefrontal cortex (VMPFC), a region 
shown to evoke greater responses associated with positive evaluation of others during impres-
sion formation (Dang et al., 2019). For example, increased VMPFC activity when viewing moral 
compared to immoral others has been found (Cloutier et al., 2012; Cloutier & Gyurovski, 2014). 
The role of the VMPFC in moral judgments has also been observed in lesion studies, with a 
documented reduction in judgment of harmful intent in patients with VMPFC lesions (Young 
et al., 2010). Furthermore, moral conflict monitoring, like other forms of conflict monitoring 
between prepotent responses and actual responses, has been found to recruit the anterior cingulate 
cortex (Cui et al., 2016, 2021; Greene et al., 2004), which is part of the salience and cognitive 
control networks. The ACC may index if an individual is morally conflicted— for example when 
their moral evaluations differ from their decisions. This conflict, as reflected in ACC activity, is 
also found when individuals respond with stereotypes even though they espouse egalitarian ideals 
(Amodio et al., 2006). Therefore, individuals have prepotent moral evaluative responses that allow 
them to swiftly identify a person or action as good or bad, but those associations may conflict with 
how they behave. Individuals may have positive associations with an ingroup member but decide 
not to trust them because they have a bad reputation. Not only can evaluations be regulated via 
motivation (Krosch et al., 2017; Mattan, Kubota, et al., 2018) but also individuation (Brauer & 
Er- Rafiy, 2011; Kubota & Ito, 2017), familiarity (Lowe, 2021; Mousa, 2019), social norms (De 
Franca & Monteiro, 2013), and a sense of belonging to the same superordinate group (Gaertner 
et al., 1993). Therefore, evaluations do not always directly predict intergroup decisions, including 
moral decision- making.

Social Neuroscience of Intergroup Decision- making

Because the outcomes of decisions are typically observable, decision- making may be especially 
sensitive to self- presentational concerns. Moreover, the mechanisms guiding decisions can be 
inaccessible to the decision- makers and therefore difficult to characterize and change. Social 
neuroscience is an excellent toolkit for mapping the mechanisms that guide intergroup moral 
decision- making. Researchers can quantify ongoing psychological processes without an overt 
response and without subjects’ self- reflection on the psychological operations. Social neuroscience 
has provided important theoretical and methodological advancements to the study of intergroup 
trust, cooperation, and fairness. Below we provide a brief introduction to social neuroscience of 
decision- making and then review the existing literature.
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Brief Introduction to the Social Neuroscience of Decision- making

Trust, cooperation, and fairness all rely on interactions among psychological systems (e.g., 
motivation, affect, cognition, executive control) that engage key brain regions also anchored 
in domain- general neural networks. Since domain- general processes are also recruited in 
response to various social stimuli, these networks largely overlap with the networks involved 
in intergroup processing.

The key brain regions involved in decision- making, including moral decisions, are part of 
the reward network, salience network, executive control network, and social cognition network 
(Krueger & Meyer- Lindenberg, 2019). The reward network facilitates the value computations 
(i.e., how important or rewarding is this stimuli) of social and non- social stimuli. VMPFC is 
proposed to be the central hub of this circuit. It receives inputs from the striatum, orbitofrontal 
cortex (OFC), substantia nigra (SN), and ventral tegmental area (VTA; (Bartra et al., 2013; Levy 
& Glimcher, 2012). The salience network is sensitive to the aversiveness of a stimulus— including 
its relative risk and uncertainty. It includes the amygdala, the dorsal ACC (DACC), and anterior 
insula (AI). The executive control network mobilizes regulation and facilitates the integration of 
goal and motivation dependent strategies. It includes the DLPFC, ventrolateral prefrontal cortex 
(VLPFC), and the ACC. Finally, the social cognition system, also referred to as the mentalizing 
or “theory of mind” network, is used to evaluate relational inferences and predict the intentions 
and likely behaviors of others. It includes the temporoparietal junction (TPJ), dorsomedial pre-
frontal cortex (DMPFC), and superior temporal sulcus (STS). Involvement of these networks can 
be modulated by the group membership of decision partners. Below we provide a brief descrip-
tion of how these brain networks are involved in trust, cooperation, and fairness in an intergroup 
context.

Intergroup Trust and Cooperation

Positive evaluations, as indexed by greater activity in the reward system, lead to greater trust 
and more cooperative decisions. Trustful decisions typically result from inferences of a partner’s 
good intentions and a history of positive outcomes with the partner. However, trust can be hard 
to achieve in intergroup contexts that are perceived to be zero- sum and/ or competitive. Baseline 
ingroup trust is often extended to unfamiliar ingroup members, but not to outgroup members. 
The existence of additional negative stereotypes and prejudices towards outgroups coupled 
with baseline mistrust can make it even harder to achieve intergroup cooperation at the outset. 
But over time, evidence of an outgroup individual’s trustworthiness and cooperativeness can 
increase trust.

Individuals are often self-  and close- other- interested. As such, rewards given to ingroup 
members activate the reward network, leading to greater VS activity (Hackel et al., 2017). 
Therefore, ingroup “love” may be a stronger predictor of intergroup bias, especially following 
ingroup bonding (Yang et al., 2020). For example, Telzer and colleagues (2015) found that greater 
reward signals in the VS in response to ingroup members predicted donations to ingroup members 
during a prosocial giving task. Moreover, when donating to outgroup members, participants with a 
stronger ingroup identity showed heightened activation in the cognitive control network (VLPFC, 
ACC) and the social cognition network (TPJ, DMPFC; Telzer et al., 2015). Similarly, Hughes et al. 
(2017) found that ingroup trust was unaffected when individuals were given more time to delib-
erate. In comparison, outgroup trust increased when individuals had time to deliberate about their 
trust decisions and engaged cognitive control (Hughes et al., 2017). This indicates that overcoming 
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self-  and close- other- interest can occur when individuals engage in greater mentalizing of out-
group members and greater self- regulatory cognitive control to overcome ingroup favoritism.

Moral behavior during an interaction with ingroup members or when group membership is 
unknown elicits greater trust, which persists even in light of explicit trust violations. For example, 
individuals make riskier decisions to share during a TG with individuals described as morally 
good based on their previous actions (Delgado et al., 2005). The VS (part of the reward network) 
differentiated between positive and negative feedback but only for partners described as morally 
neutral. However, VS activity did not differentiate feedback, winning money or losing money, for 
morally good partners or morally bad partners. This suggests that moral impressions can diminish 
reliance on feedback that indicates a partner’s risk, biasing risk assessments for moral individuals 
(Delgado et al., 2005).

Trust is the backbone of cooperation. Just as we trust ingroup members more, we also cooperate 
more with ingroup than outgroup members (Balliet et al., 2014). Because many cooperative 
decisions require thinking about the intentions of the partner(s), they often involve brain regions 
from the social cognition network working in collaboration with the salience and reward networks 
(Tsoi et al., 2016). Individuals often engage mentalizing regions more for ingroup members 
(Merritt et al., 2021). Like trust, cooperation with the outgroup increases as mentalizing about 
outgroup members’ intentions increases (Tsoi et al., 2016). Individuals are also especially likely 
to engage in mentalizing when their expectations are violated, for example, when receiving unex-
pected negative feedback from ingroup members or unexpected positive rewards from outgroup 
members. Individuals may engage in mentalizing in these situations to try to make sense of what 
happened. However, research has yet to connect violations of expectations and engagement of 
mentalizing networks with changes in cooperation. This is an important avenue for future research.

We are more likely to help ingroup members, even when such help incurs us personal harms 
(Hein et al., 2010). We may even find the pain of outgroup members rewarding, and the more 
rewarding we find it (as indexed by VS activity), the less likely we are to help outgroup members 
(Hein et al., 2010). However, when at risk of social harm (e.g., negative reputation), we help 
ingroup and outgroup members equally (Zhan et al., 2019). Therefore, individuals are more 
likely to help or withdraw from prosocial behavior depending on the social characteristics of the 
partner— i.e., whether they share group membership— supporting an account of ingroup favor-
itism in prosocial behavior, but also the social consequences of such behavior.

Intergroup Fairness

Perceptions of fairness also affect our likelihood to trust and cooperate (Balliet et al., 2014). The 
reward network (specifically the VS and VMPFC) are more active when assessing fair offers than 
unfair offers (Kable & Glimcher, 2007), especially when individuals identify more strongly with 
the ingroup (Apps et al., 2018). A growing body of research finds that VMPFC activity reliably 
differentiates between fair and unfair offers (Gabay et al., 2014), with greater VMPFC activity to 
fair offers. Lesions to VMPFC reduce sensitivity to the fairness of offers (Gu et al., 2015), which 
may lead to difficulty adhering to social and group norms (Anderson et al., 1999).

Fair offers may represent greater reward value because of our aversion to inequity (Apps 
et al., 2018). Rejecting unfair offers reflects prosociality (when it involves sacrifice of self and 
ingroup resources) and promotes cooperation and enforcement of a fairness norm (Kaltwasser 
et al., 2016). Hence, accepting unfair offers associated with resource gains may require effort. 
Supporting this assumption, disruption of DLPFC, which is part of the cognitive control net-
work, using transcranial magnetic stimulation (TMS) is associated with decreased rejection rates 
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of unfair offers during a UG (Knoch et al., 2008). DLPFC may also support norm compliance that 
can lead to economic loss. For example, Baumgartner and colleagues (2011) found that disrupting 
the DLPFC using TMS during a UG led to a decrease in normative behavior (i.e., rejection of 
unfair offers that violate the norm of fairness). Participants who made more frequent costly nor-
mative decisions displayed significantly greater activity in, and connectivity between, DLPFC and 
VMPFC (Baumgartner et al., 2011; see also Crockett et al., 2017).

Ingroup members are assumed to be more moral (Liberman et al., 2018). In fact, when ingroup 
members engage in unfair behavior, activity in the social cognition network (DMPFC, TPJ) 
increases as individuals try to understand egregious ingroup behavior (Baumgartner et al., 2012). 
Therefore, group norms that dictate supporting the ingroup may override our judgement of fair 
behavior. Engaging in immoral behavior (hostility, harm) for the benefit of the ingroup recruits the 
cognitive control network (specifically the DLPFC) and the social cognition network (specifically 
the TPJ; Yang et al., 2020) to override the reduced activity in the reward network (specifically 
the VMPFC), as immoral behaviors tend to elicit less reward value (Han et al., 2021). In some 
cases, we may even disassociate our selves from our morality (marked by reduced activation of 
the DMPFC in the social cognitive network) in order to enact immoral behaviors for the ingroup’s 
benefit (Cikara et al., 2014).

These findings suggest that activity in social cognitive and cognitive control networks, and the 
functional connectivity between them, may index willingness to incur cost in favor of ingroup 
members when assessing fairness during decision- making. This aligns with the possibility that 
the reason that application of costly normative moral decisions is rare is that self-  and ingroup- 
interests frequently runs counter to fairness.

Intergroup Moral Value Computation Model

Intergroup decision- making is marked by a strong ingroup bias that can be mitigated by multiple 
contextual and motivational factors. Integrating across existing behavioral and neuroscientific 
research, we propose an Intergroup Moral Value Computation Model positing that the computation 
of the value of social decisions is modulated by top- down influences such as group affiliation(s), 
moral considerations, and social norms. In this model, reinforcement learning (RL) computations 
are derived from the reward and salience neural networks based on (assumed and learned) 
predictions about the intentions of our partners and our own motives, morals, and/ or social norms 
that are derived from the social cognition network. The executive control network then regulates 
prepotent responses bringing them in line with our intentions. Therefore, to arrive at an intergroup 
value computation, individuals derive a utility function that weighs five parameters: who is the 
partner (which involves activation of prior beliefs and knowledge, e.g., stereotypes, prejudices, or 
available person- knowledge), the agent’s moral preferences (e.g., concerns for others’ outcomes, 
concerns about justice and fairness, etc.); the value of the outcome (i.e., extent it will benefit or 
hurt them, sully their reputation or by extension their ingroup); the outcome’s probability given 
an action (e.g., certainty of reward, the partner’s predicted intentions, etc.); and the social norms 
surrounding an action (e.g., possible sanctions or reputational damage).1 This value function is 
updated as more information is gathered. Over iterative interactions, decisions to cooperate with 
an outgroup member, for example, can change as the outgroup member’s reputation evolves. If we 
return to the basic conceptual model of decision value, we can derive predictions for how partner 
and decision maker identity influence stimulus value and the subsequent action (Figure 12.1).

The Intergroup Value Computation Model incorporates both positive and negative  
representations and is repeatedly updated based on each action’s outcome. The reward network  
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(VMPFC, VS and DS, OFC, SN, and VTA), salience network (amygdala, DACC, and AI) and  
social cognition network (TPJ, DMPFC, and STS) modulate both the stimulus value and the deci-
sion cost (Figure 12.2). During first encounters or single interactions, expectations and norms  
largely drive these computations. Over multiple encounters, decision value and decision cost are  
modulated by prediction and action errors learned from repeated interactions. This allows for  
the titration of decisions across time, with VMPFC acting as a hub integrating information from  
these networks. The cognitive control network (DLPFC, VLPFC, DACC) mobilizes executive  
control and facilitates the integration of context to bring in line actions with value. This model  
is distinct from previous RL value computational frameworks because it includes information  
about partner’s and perceiver’s group membership, as well as social norms and allows for novel  
predictions to further explain seemingly irrational decisions that may be made during intergroup  
interactions.

Unresolved Questions and Future Directions

The research on intergroup moral decision- making is growing, but much is left to consider.  
Group membership affects decisions in part by shifting value computations, impacting whom we  

Figure 12.1  Standard computational model vs intergroup value computational model.
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trust, how we cooperate, and tolerance of unfairness. Alarmingly, group membership can factor  
into decisions to trust or punish others even when it comes at a personal cost. This perspective  
highlights that “gains” in a given scenario are not limited to material gains— we highly value  
abstract “gains” that come from maintaining good group reputations, from being adored by our  
fellow ingroup members, and from following social norms. These findings reintroduce the “human”  
into human decision- making— our social tendencies, concerns, and fears may be “irrational,” but  
are just as important as more “rational” gains in determining action. The contribution of context  
in our decisions is a cause for optimism –  intergroup dynamics can be reframed to reduce ingroup  
favoritism and improve relations. Therefore, intergroup discrimination can be regulated. Future  
research should consider how regulation fails when it is difficult to rapidly update group associ-
ations (e.g., under stress or threat).

To improve applicability, decision- making research on morality should expand the external 
validity of experimental paradigms to better reflect how decisions occur in real life. For example, 
in intergroup situations, individuals may make egalitarian decisions under optimal or observed 
conditions, but discriminatory ones under pressure or uncertainty, both features of many everyday 
situations. Additionally, many of our paradigms tend to measure dyadic behavior when many 
decisions happen in groups. We need to generate and utilize paradigms that put the “group” back 
in “intergroup” and move beyond dyadic interactions.

Figure 12.2  Salience network and social cognition network.
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Future research should aim to fill a current gap in neuroscientific investigations of intergroup 
decision making. For example, there is no research on how available knowledge about a spe-
cific outgroup member may alter moral decisions towards the whole outgroup. Additionally, 
investigations typically focus on a single social identity when we inhabit multiple social iden-
tities at any given time. To ensure that results are generalizable, researchers must take an inter-
sectional approach and consider how multiple social identities and their power dynamics shape 
decision- making, improving our understanding of how participant characteristics and culture 
impact decisions.

Finally, as it becomes increasingly common for humans to interact with artificial intelligence 
(A.I.), research should also push the boundaries of how we define intergroup relations and moral 
decisions by examining trust and cooperation between humans and A.I. In our changing world, it 
is becoming critical to understand how to minimize algorithmic bias. This includes not just bias in 
the development of A.I. but also in interactions with A.I., which can vary in social characteristics, 
such as competence and human likeness.

Given the prevalence of intergroup inequity in decision- making (i.e., not all social groups have 
the power or the opportunity to make decisions), an important future frontier is to address what we 
can do about discriminatory decisions. Our inequitable division of burdens and rewards based on 
social group membership can only be made equitable by identifying factors that reduce discrimin-
ation in intergroup moral decisions.

Note
1 Note that the agent’s moral preferences and norms surrounding an action are specified as two distinct 

parameters to separate personal stances from conventional expectations.
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A VISION (AND DEFINITION) 

OF MORAL EMOTIONS
Roger Giner- Sorolla

Psychological research on moral emotions has increased dramatically in the past 20 years. A recent 
Google Scholar search of sources with “psychology” or “psychological” in the title showed 14 uses 
of “moral emotions” in 2000 and 297 in 2020, an over twentyfold increase. This trend outstrips the 
near- fourfold rise in total articles in such outlets (from 16,170 in 2000 to 58,280 in 2020). More 
systematic bibliometry also confirms a 20- year rise in moral emotion themes, although other fields 
of moral psychology have risen even more dramatically (Ellemers et al., 2019).

My own research program bears witness to the transformative effect of the “moral emotions” 
Zeitgeist. After joining my first permanent position at the University of Kent, my research, inspired 
by many conversations with Jonathan Haidt during a postdoc at the University of Virginia, went 
in all directions: guilt and shame in self- control of personal habits and prejudice; expressions of 
guilt and shame in national- level apologies; the role of anger and disgust in reactions to seemingly 
harmless moral transgressions. Only a sudden insight in the mid- 2000s, that these interests fell 
under the umbrella of moral emotions, allowed me to claim a coherent “branding” and move ahead 
with such projects as a book on moral emotions (Giner- Sorolla, 2013).

But what are these so- called moral emotions? Of course, “emotion” is a common term in psych-
ology, but it has for decades resisted a single, agreed- upon definition (e.g., Russell, 2012 and 
others in that Special Issue). The term “morality” also covers some phenomena which are not uni-
versally agreed to be moral in nature: for example, moral domains such as authority or violations 
of norms that do not involve interpersonal harm. Indeed, the definition of morality is as much a 
problem in psychology as it is in philosophy (Schein & Gray, 2018; Gert & Gert, 2020). And the 
two can link up in many ways.

Most generally, any interface of emotions with morality might be labelled as moral emotion –  
effects on happy mood on fairness judgments, for example, or effects of moral character on anx-
iety. But such a broad scope does not define “moral emotion,” any more than the existence of 
people in France who eat Swiss cheese help us define a “French cheese”.

More narrowly, we might insist that the label cover any kind of emotion that only functions 
morally: that is, toward the good of other individuals, society, or the future self. However, few 
emotions fit this profile. Ellemers et al. (2019), for example, found the most studied moral 
emotions in psychology to be guilt, shame, and disgust. Of these, only guilt is purely moral, but 
arguably so: some self- control contexts of guilt are not morally relevant (Hofmann et al., 2018). 
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Shame can be felt about a failure of competence or social stigma, neither of which is a moral 
concern. Disgust can protect the self from disease, and anger and contempt can also be used for 
selfish reasons.

Some positive emotions do seem purely moral: sympathy involves caring for another’s suffering 
(Stellar & Keltner, 2014); elevation involves observing a moral exemplar (Thomson & Siegel, 
2017); and gratitude responds to feeling helped by promoting help for others (McCullough et al., 
2001). But in my view, a definition of moral emotions that leaves out anger, disgust, and shame, 
would not fit present- day usage.

I prefer that “moral emotions” simply show major adaptations that functionally support moral 
processes. This definition is consistent with Haidt’s (2003) influential analysis of moral emotions. 
Functions include upholding norms through action against those who break them (Haidt’s “other- 
condemning” emotions: anger, disgust, contempt); inhibiting or punishing one’s own misbehavior 
(Haidt’s self- condemning emotions: guilt, shame, embarrassment); positively rewarding praise-
worthy actions (Haidt’s “other- praising” emotions: elevation, gratitude); and helping people in 
need (Haidt’s “other- suffering” emotion, compassion).

Haidt (2003) proposed two criteria for a moral emotion: disinterested elicitor, and prosocial 
outcome. Disinterest derives from Haidt’s expansive definition of morality: to count as moral, 
a concern should only extend beyond individual self- interest. It need not concern interpersonal 
harm, or follow Kantian rules such as being applied universally. Thus, getting angry about harm 
to the self is not moral, any more than being afraid is; but getting angry about harm to another 
person is.

Disinterest is particularly useful in answering how a moral emotion is different from a merely 
social emotion. For example, love involves another person. But as Haidt (2003) observes, love is 
less moral if contingent on mutual benefit, and more moral if it benefits the other at the expense 
of the self.

Disinterest also might explain why an obvious gap exists in the taxonomy of moral 
emotions: positive self- evaluative emotions such as pride. Sometimes, moral behavior might 
be reinforced by an entirely sincere self- congratulation. But the very concept is so suspiciously 
self- interested that we almost lack the language to speak of “moral pride” –  only “authentic” 
as opposed to “hubristic” pride (Mercadante et al., 2021) which applies alike to moral and 
personal achievements.

The flexible nature of identification, however, challenges the criterion of disinterest. Witness 
the exchange between Cialdini (e.g., 1991) and Batson (e.g., Batson & Shaw, 1991) respectively 
doubting and upholding the disinterestedness of helping. Batson himself later turned this logic 
around to question the altruism of anger (Batson et al., 2007) –  if we are most angry about wrongs 
to people we feel close to, is this disinterest? In social relations, identification with another includes 
them in the self (Aron et al., 1991). Thus, even emotions that benefit others do so by tying their 
interests to the joy or pain of the self. A functionally focused definition bypasses these paradoxes 
by hinging upon the outcome rather than process of an emotion. It is perfectly “moral” to adapt a 
self- interested process to a goal that ultimately benefits others.

Haidt’s second criterion, prosocial outcome, also should be looked at functionally. As defined 
in Haidt (2003) these outcomes are action tendencies, chiefly helping and punishing. They are 
presented as collectively rational responses to appraisals that other people need help or punish-
ment, respectively. However, my own integrative functional theory (IFT; Giner- Sorolla, 2013) 
builds on this insight but expands beyond it. IFT recognizes that appraisal- to- action sequences 
are only one function out of four that emotions serve. The others are association (of the emotion, 
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directly to a stimulus); self- regulation (responding to the outcome of one’s own action); and com-
munication (signaling to others).

Of these, communication is perhaps the most important to understanding the full range of pro-
social outcomes. Specifically, some emotions in Haidt’s (2003) review, such as shame and con-
tempt, lack dominant moral action outcomes. Rather, their moral function is to send a message. 
Shame’s actions of self- abasement and avoidance, as well as its nonverbal signal, communicate 
a loss of social rank and desire for appeasement (Keltner & Harker, 1998), often in response to 
moral failings. Contempt likewise sends signals of disapproval about people who show negative 
character, including but not limited to moral character (Fischer & Giner- Sorolla, 2016).

As a whole, research on moral emotions is hard to survey, because it may not declare itself 
as “moral”. Rather, it often arrives under the name of the emotion itself, connecting it to topics 
of moral interest such as prosocial acts, punishment, or social judgment. Studies, in fact, may 
encompass moral and non- moral contexts of the same emotion, which is perfectly legitimate by 
our expanded definition. However, I want to highlight two themes in research which are strongly 
worth following.

First, following on the important communication function, some scholars are investigating how 
expressions of moral emotions create an environment that upholds and enforces moral norms, 
even outside of cases where emotions directly provoke helping or punitive action. For example, 
emotions such as disgust or contempt can create indirect consequences for norm violators, where 
third parties are called upon to act, and more generally to spread the low reputation of the vio-
lator (e.g., Molho et al., 2017). At the same time, expressions of moral emotions can also enhance 
the reputation of the expresser, whether through outrage and disgust (Brady et al, 2020; Kupfer 
& Giner- Sorolla, 2017) or shame and guilt (Stearns & Parrott, 2012; Halmesvaara et al., 2020). 
Indeed, many functional theories of emotion expression highlight the management of reputation 
as an important goal (e.g., Morris & Keltner, 2001; Ross & Dumouchel, 2004; P. K. Smith & 
Magee, 2015).

Second, research on group- based moral emotions is of particular interest, although not always 
advertised with the “moral” label (Mackie & E. R. Smith, 2018). The group is relevant to moral 
emotions in at least two senses. Most obviously, members of a group such as a nation respond 
to moral emotions in relations with other groups, much as individuals use moral emotions in 
relations with other individuals. Thus, guilt, shame, morally motivated hostility, and positive 
moral emotions are all increasingly studied in response to the threats and opportunities for moral 
goals that other groups and one’s own group present.

However, there is also a sense in which all group- based emotions are moral, in Haidt’s expan-
sive sense, because they bind group members together beyond individual self- interest. For 
example, even if existential threat to an individual is not moral, existential threat to a group raises 
intensely moral questions of how the group should act in response, not least with the protection 
of its future generations in mind (Hirschberger et al., 2016). Likewise, group- based pride may be 
judged as inappropriate when it takes a hubristic form (Salmela & Sullivan, 2022). But arguably, 
even when it leads to hostility toward other groups (e.g., de Figuereido & Elkins, 2003), collective 
pride belongs to the moral realm, to the extent that such hostility is seen as protecting the interests 
of other ingroup members in a zero- sum situation (Amira et al., 2021).

To conclude, the scope of moral emotions ensures that they will continue to drive ideas and 
evidence on social relations, whether or not any scholars have the epiphany that they have become 
moral emotions experts. An implication of functional theory, too, is that the multiple functions 
and levels of moral emotions will continue to generate conflicts and raise provocative questions 
(Giner- Sorolla, 2013). For instance, the need to communicate a particular emotion toward a social 
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goal can conflict with appraisals of what is actually going on; or well- established associations 
between sexual behaviors and disgust might be challenged by new appraisals. It is these conflicts 
between functions and a different social levels that have the most potential to generate thought- 
provoking explanations of many social dilemmas.

In closing, it is notable that the recent wave of moral psychology has been going strong for 
20 years. However, much of this progress has been achieved within specific frameworks agreed 
upon as morally relevant, such as life- or- death dilemmas, prosocial economic decision- making, or 
punitive moral judgments. Moral psychology also needs to consider the philosophical scope of the 
field as a whole (e.g. Beal, 2020; and for a review of the interactions between philosophical and 
psychological definitions in historical and contemporary scholarship, see Stich, 2018). I hope that 
my above attempt to provide a pragmatic working definition of moral emotions will prove a useful 
contribution to this reconsideration.
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THE INTRAPERSONAL LEVEL

Beyond contamination and disgust— the role 
of moral emotion in threat monitoring and 

moral judgment

Simone Schnall and Robert K. Henderson

Abstract

Accumulating evidence indicates that intrapersonal feelings and intuitions can causally influence 
moral condemnation of certain acts. The role of disgust has received a lot of research attention 
as a moral emotion related to physical wellbeing and disease avoidance. However, research 
has revealed a somewhat complex pattern of findings, which may be due to the methodological 
challenges of testing this link. Here we propose that the estimated (lack of) resources and cap-
abilities to cope with immoral actions generally raises feelings of threat and anxiety. This results 
from an intrapersonal process of threat monitoring that takes stock of the social threats of immoral 
acts in the light of individual coping resources. When deficits are found, the threat experienced 
leads to greater condemnation of acts that are morally wrong. In other words, we suggest that 
emotions signaling high estimated cost of exposing themselves to moral harm make people espe-
cially intolerant of immoral actions.

 • Judgments of right vs wrong not only result from rational deliberation: intrapersonal feelings 
and intuitions can causally influence moral condemnation of certain acts.

 • Research has addressed the role of disgust as a moral emotion in relation to physical wellbeing 
and disease avoidance, as part of the Behavioural Immune System.

 • The desire to avoid harm resulting in moral condemnation can be extended to the social domain.
 • Harsh evaluations of moral transgressions in different domains relate to perceived risks due to 

old age and social exclusion.

Introduction

An extensive literature, by now spanning several decades and thousands of published articles, has 
demonstrated that a wide range of cognitive processes takes place in a relatively automatic, effortless 
and unconscious manner (for a review, see de Neys, 2021). Nevertheless, morality has long been 
treated as if it were exempt from such “irrational” forces (see also Conway, this volume; Everett, 
this volume). With moral judgments often being considered the pinnacle of human rationality, it is 
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disconcerting to entertain the possibility that people might in fact rely on their feelings and intuitions 
when deciding between right and wrong. Indeed, for any legal system to work properly, assessments 
of wrongdoing and attributions of culpability need to follow from factual evidence, rather than 
being swayed by subjective concerns. The recognition that moral judgments and decisions may also 
occur on an automatic, effortless level, and therefore be guided by emotional responses that emerge 
outside of focal awareness, has become popular only fairly recently.

Moral emotions can be grouped into those that are focused on the self, and those that are focused 
on others (Tangney, Stuewig, & Mashek, 2007). The former include shame, guilt and embarrass-
ment, and are experienced when people realise they violated a moral norm, and therefore feel bad 
about themselves (see Gausel, this volume). As a result, they are likely to modify their behaviour, 
in order to avoid experiencing those aversive emotions in the future. Other- focused emotions are 
elicited when evaluating the moral actions of others. They are positive when observing acts that 
are rule- abiding, prosocial and generally put the need of others before one’s own (Algoe & Haidt, 
2009). In particular, gratitude results from receiving a personal benefit from another person (e.g., 
Algoe, Haidt & Gable, 2008), while moral elevation results from witnessing someone act in a 
morally praiseworthy, selfless way toward someone else (e.g., Schnall, Fessler & Roper, 2010). 
On the negative side, other- focused moral emotions include anger and disgust when concluding 
that another person’s actions are morally reprehensible because they violate societal norms. Here, 
we focus on the latter emotion, because it has been studied extensively, but the findings emerging 
in the literature are somewhat complex. We propose that while disgust can be central in judging 
which acts are right or wrong, other concerns about one’s health and safety can equally influence 
moral judgments even if they do not involve feelings of disgust as such.

Research on moral disgust has grown out of attempts to delineate the role of quick intuition 
versus deliberative reason, which has been called a “turning point” in research in moral psych-
ology (Ellemers, van der Toorn, Paunov, & van Leeuwen, 2019). This started with a seminal 
paper by Haidt (2001) outlining the Social Intuitionist Model, based on the primacy of automatic 
intuitions in shaping moral considerations. This view has its roots in moral philosophy, exempli-
fied by the eighteenth- century philosopher David Hume, who famously proposed that reason plays 
a subordinate role to “the passions” (1739/ 1985). According to this idea, moral evaluations arise 
from quick emotional reactions, followed by rationalizations that involve generating reasons for 
that evaluation, even when such reasons may not be entirely plausible –  or were not consciously 
deliberated ahead of time.

Going beyond views of morality as a set of abstract principles that philosophers can discern by 
theoretical analysis, intuition- based approaches suggest that morality deals with concrete concerns 
involving harm, exploitation, subversion, and betrayal, among other challenges to survival. That 
is, people are first and foremost interested in determining whether engaging with someone might 
constitute an opportunity for potential cooperation, or instead, a threat to one’s physical safety. 
More specifically, people judge right and wrong relative to a core set of moral domains (Graham, 
Haidt, & Nosek, 2009): Care expects people to act on feelings of compassion and empathy, while 
condemning those who inflict harm or pain on others. Fairness promotes the goal of sharing 
resources equally among group members, and rejecting those who take more than they deserve, or 
cheat others. Loyalty grows out of the recognition that belonging to a community requires shared 
responsibility for joint outcomes, and not betraying the group’s values. Authority concerns respect 
for hierarchies, and for one’s own place in the social order of a community. Finally, Purity (also 
called Sanctity) suggests that the human body has immaterial and sacred value (e.g., the “body as a 
temple” in a God- given natural order). Thus, it needs to be safeguarded from physical and spiritual 
contamination, to avoid debasing or degrading the self. Central to the notion that there is a fixed set 
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of moral foundations (whether those five, or others; for a recent update, see Atari et al., 2022), is the 
claim that there are a number of profound moral dimensions that go beyond the conscious reasoning 
processes that were long considered to form the basis of moral understanding (Kohlberg, 1970).

The Purity foundation, and related feelings of repulsion and disgust, has received considerable 
research attention. Due to its evolutionary function related to disease avoidance (Rozin, Haidt, & 
McCauley, 2008; Tybur, Lieberman, Kurzban, & DiScioli, 2013), disgust forms part of the so- 
called “Behavioural Immune System” (Murray & Schaller, 2016; Schaller, 2006). It is part of a 
constellation of cognitions, emotions, and behaviors that prompts the avoidance of contact with 
pathogens, parasites, and other forms of contamination that could compromise health and survival. 
For instance, the strongest disgust elicitors tend to be those that suggest that another person might 
be seriously ill (Curtis, de Barra, & Aunger, 2011). Indeed, one of the most critical risks involves 
the possibility of being in close contact with someone who may carry a communicable disease. 
Feeling disgusted therefore indicates to the person who is experiencing it that there is danger 
in the environment, with the relevant action tendency being avoiding, or withdrawing from the 
stimulus that elicits disgust: It is adaptive to stay away from things that could make you sick, or in 
an extreme case, could kill you.

Going beyond the concrete threat of contagious disease, it is also adaptive to stay away from 
someone who may be likely to violate social norms and act in ways that many people would agree 
to be immoral. Thus, it has been proposed that the scope of disgust, originally a basic emotion 
related to physical health, can be extended to the social domain. The experience of disgust might 
thus help to avert potential harm originating from other people’s bad intentions, making moral 
transgressions emotionally repulsive (Rozin et al., 2008). In other words, feeling disgusted 
indicates that something, or someone, could pose a threat to key values in society. As the most 
direct test of the notion that feelings of physical disgust play a role in moral evaluations, research 
has experimentally manipulated disgust and asked participants to judge moral transgressions. This 
work will be reviewed next.

Disease threat, and inducing and reducing disgust

Early experimental procedures to elicit the experience of disgust included learned associations 
during hypnosis (Wheatley & Haidt, 2005), exposure to an offensive smell, a dirty work envir-
onment, a disgusting film clip, or recollection of a past event involving physical disgust (Schnall, 
Haidt, Clore, & Jordan, 2008), reading a disgusting sentence (e.g., biting into an apple with a 
worm inside; van Dillen, van der Waal, van den Bos, 2012), or the sound of someone vomiting 
(Seidel & Prinz, 2013). This and other work, has produced more and more evidence that physical 
disgust can also be applied to the social domain (Rozin et al., 2008).

However, it has become increasingly clear that the nature of this link is complex (for reviews, 
see Inbar & Pizarro, 2022; Schnall, 2017). Furthermore, it is not so easy to develop appropriate 
manipulations and measures, and the presence of moderating factors can make it difficult to draw 
unambiguous conclusions. First, disgust manipulations suffer from the same complications as 
any experimental mood induction: The affect needs to be strong enough to create the desired 
state, but also subtle enough to not make the true source of their feeling obvious to participants 
(Schnall, Haidt, Clore, & Jordan, 2015). Disgust, however, by its very nature, is an intense emotion 
that compels immediate action. An experimental induction that produces a very strong state of 
disgust increases the risk that participants become aware of the manipulation and discount its 
affective influence (Schwarz & Clore, 1983). One paper found evidence for precisely such a pro-
cess (Kugler, Ye, Motro, & Noussair, 2020). Using virtual reality, participants were induced to 
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feel either disgust, sadness or a neutral state. Disgusted participants reported less trust toward 
others and, as a behavioural measure, sent fewer funds in a trust game than those in the con-
trol conditions. These findings support the notion that disgust makes individuals more cautious 
about other people. Importantly, however, the effect of the disgust manipulation disappeared once 
participants’ attention was drawn to the correct source of their disgust. Similarly, it makes sense 
that effects of disgust have only been observed when participants who had been administered a 
disgust manipulation actually reported feeling disgusted (Białek, Muda, Fugelsang, & Friedman, 
2021). Thus, whether participants in fact experience disgust makes a difference. However, a subtle 
background state is required for effective mood manipulations (Schwarz & Clore, 1983), which 
may not be sufficient to elicit the strong, powerful emotion that characterizes disgust.

As an added complication, vignettes of moral transgressions, especially those violating the 
Purity dimension (e.g., eating a dead dog after it got hit by a car and died), often elicit very strong 
condemnation in and of themselves. This not only means that participants in ostensibly neutral 
conditions are also exposed to a description of a situation that induces disgust, but it is difficult 
to increase the level of disgust in the experimental condition above and beyond the state that the 
stimuli are already producing under control conditions. Resulting ceiling effects make it impos-
sible to test mean differences between conditions (Schnall, 2014; Chapman & Anderson, 2014). 
In our work we found ceiling effects on several occasions for Purity assessments (Henderson & 
Schnall, 2021b). This happened even when we drew them from a set that was standardised to elicit 
responses in the mid- range of the scale (Clifford, Iyengar, Cabeza, & Sinnott- Armstrong, 2015). 
Similarly, when examining the raw data (osf.io/ 4kz32) of a replication attempt (Johnson et al., 
2016) of Study 3 reported in Schnall et al. (2008), an excessive number of extreme scores (i.e., 7 
on a scale from 1 to 7) is apparent, which suggests a ceiling effect that makes the replication incon-
clusive. Equally problematic, however, is to use stimuli involving morally neutral actions (e.g., 
reading a magazine belonging to someone else before returning it to them) (Jylkkä, Härkönen, & 
Hyönä, 2021). A disgust induction did not show an effect here, presumably because the stimulus 
had no moral valence to begin with. Finally, while most studies used moral transgressions (i.e., 
judging whether an action is wrong), some used sacrificial moral dilemmas involving a trade- off 
between utilitarian vs. deontological moral reasoning. In recent research (Białek et al., 2021) the 
moral condemnation effects relating to disgust were observed with the former, but not always with 
the latter stimuli. Thus, the choice of appropriate methods to operationalize the role of disgust can 
be quite challenging.

Recent research has made substantial progress in addressing some of the problems outlined 
above. Most importantly, to circumvent the possibility of ceiling effects, rather than attempting 
to experimentally increase disgust, Tracy, Steckler and Heltzel (2019) developed a manipulation 
to decrease it. To achieve this, they administered pills containing ginger, an antiemetic known to 
reduce nausea. Their logic was that a reduced gut feeling of disgust might attenuate moral con-
demnation. A first study established that ingestion of ginger had the intended effect, in that it 
reduced disgust reported in response to images of spoilt food, mutilated bodies and other elicitors 
of physical repulsion. Further studies were conducted to test the key hypothesis that reducing the 
experience of disgust would influence moral condemnation. These studies showed that compared 
to participants who had received a placebo pill, those who had ingested a ginger pill showed less 
strict moral judgments toward Purity violations, provided these were of moderate, rather than high 
severity.

Finally, a range of moderating variables have been identified, which complicates the inter-
pretation of prior findings. These have included private body consciousness (Schnall et al., 2008; 
Tracy et al., 2019), attentional control (Van Dillen, van der Waal, van den Bos, 2012), emotional 
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differentiation (Cameron, Payne, & Doris, 2013), mindfulness (Sato & Sugiura, 2014), disgust 
sensitivity (Ong, Mullette- Gillman, Kwok, & Lim, 2014) and psychological distance (van Dijke, 
van Houwelingen, De Cremer, & De Schutter, 2018). Unfortunately, a meta- analysis of studies on 
the role of disgust on moral judgments (Landy & Goodwin, 2015) only examined main effects. 
Thus, it disregarded the moderators that had been documented in the literature up until that point, 
which makes it difficult to draw conclusions about the true magnitude of hypothesized effects.

In an attempt to get around the complexities of experimental disgust inductions, we made 
concerns about contamination and physical threat salient without inducing disgust itself. This 
work investigated whether subjectively perceived danger related to the novel coronavirus (SARS- 
CoV- 2) in the early days of the COVID- 19 pandemic would be associated with condemnation 
of immoral acts. We examined this in US samples, recruited during the first wave of the pan-
demic. Here, individuals who were highly worried about catching COVID- 19 delivered harsher 
moral judgements than those who were less worried. This was the case for transgressions covering 
all five moral foundations, all of which were unrelated to COVID- 19 itself. This included Harm 
(e.g., laughing at a friend’s dad being the janitor), Fairness (e.g., bribing a landlord to get one’s 
apartment repainted), Loyalty (e.g., leaving the family business to go work for the main com-
petitor), Authority (e.g., a star player ignoring her coach’s order during a game), and Purity (e.g., 
urinating in the pool at an amusement park). Importantly, this finding remained robust when con-
trolling for political orientation, a relevant confound given that in the US in 2020 there was a 
growing partisan divide regarding level of worry about the ongoing pandemic (Conway, Woodard, 
Zubrod, & Chan, 2021). We interpret this to suggest that raising concerns about physical health 
and safety renders moral infractions to appear more threatening than they would be otherwise. As 
such this is a real- life confirmation of experimental findings showing that when threat of disease 
is made salient, participants subsequently deliver harsher moral judgments relative to participants 
in a neutral condition (Murray, Kerry, & Gervais, 2019).

Beyond disgust and the behavioral immune system: threat monitoring

So far we have argued that disgust functions as an aspect of the Behavioral Immune System that 
is geared toward preventing contamination and contagious disease, and can exert a causal influ-
ence on abstract moral judgments relating to a range of moral concerns. Even though research to 
examine this reasoning has been subject to various methodological challenges, it has yielded some 
supporting evidence. Extending the link between the Behavioral Immune System and morality, we 
suggest that in making moral judgments, people not only are influenced by concerns about their 
physical health but other challenges as well. That is, when in a position where coping resources are 
relatively low, it is prudent to be highly sensitive to any potential wrongdoers because they would 
constitute a further threat. Indeed, anticipated moral condemnation— negative affective judgment 
of a conspecific’s behavior— serves a crucial role in inhibiting unethical behaviour because people 
care deeply about maintaining positive moral reputations, and are responsive to expressions of dis-
approval and reputation devaluation (Fehr, 2004; Vonasch et al., 2018; Wu, Balliet, & Van Lange, 
2016). We therefore suggest people condemn potential transgressors all the more harshly when 
they feel ill- equipped to protect themselves against them (see Figure 14.1).

Supporting this idea, research we conducted showed that moral condemnation is amplified in 
response to threats beyond the concerns covered by the Behavioural Immune System, or feelings 
of disgust. So far we found evidence for this conjecture with respect to old age and its accom-
panying risks (Henderson & Schnall, in preparation), and thwarted fundamental social needs as a 
consequence of social exclusion (Henderson & Schnall, 2021a, 2021b). Overall we propose that 
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people constantly evaluate the extent to which threats across a range of domains are present, not 
just regarding physical contamination. When in doubt about their ability to expose themselves to 
such threat, people err on the side of condemning action that may reflect an individual’s harmful 
intentions. Importantly, we propose that this is a domain- general process, such that a threat in a 
given domain (e.g., social exclusion) increases condemnation not only of transgressions related 
to that domain (e.g., someone being mean to another person) but also transgressions covering the 
entire spectrum of the moral foundations described above.

To further test this general idea, we assessed people’s propensity to take into account their 
coping resources in the face of a different type of threat to their physical health. For this purpose, 
we focused on participants’ biological age as an indicator of threat/ coping resources, and related 
this to their evaluations of moral wrongdoers. We did so on the assumption that old age coincides 
with a decrease in physical strength, and older adults are generally more vulnerable and thus 
face greater risks in their environment. Therefore they should condemn moral transgressors more 
harshly than younger adults because they would be ill- equipped to guard themselves against such 
individuals. We presume the underlying variable to be people’s subjective perception of their own 
preparedness to deal with moral transgressors.

To test the hypothesis that older adults would deliver harsher moral verdicts, as well as a poten-
tial mechanism for this effect, an online study indicated that the relationship between age and 
moral disapproval across the five moral foundations was mediated by risk perception: Older adults 
were more sensitive to physical risks than younger adults, which in turn was associated with 
stricter moral judgments. Indeed, moral wrongdoers pose a potential physical risk, and thus older 
adults may be motivated to condemn them more harshly in order to deter potential danger. The 
process of threat monitoring therefore is broader than the concerns covered by the Behavioural 
Immune System, and resulting feelings of disgust.

We also examined the age- morality hypothesis in two large different datasets: the European 
Social Survey (ESS) and the World Values Survey (WVS). The ESS contains representative 
samples from 30 European countries, surveyed biannually between 2002 to 2018. For each of 
the nine rounds, age was associated with stricter moral views about Authority— we tested this 
foundation specifically because relevant items were included in the ESS. Importantly, we con-
trolled for political orientation, alongside other demographic variables, and the effect remained 
robust. Going beyond WEIRD countries, we found a similar effect for Fairness— the items avail-
able in the dataset— when analyzing the WVS, comprising data from more than 100 countries 
around the world, collected between 1981 and 2019. Because the latest wave of the WVS (2017– 
2019) included additional questions involving Harm and Purity concerns, we examined this spe-
cific wave in more detail. Again we replicated the earlier finding, with older adults judging those 
transgressions to be less acceptable than younger adults. Because the pattern was the same across 
different waves covering many years we can rule out the presence of a generational effect, i.e., 
effects being due to differences across different birth cohorts.

In addition to physical challenges such as disgust and old age, we expanded our investigation  
to a threat that does not fall directly into the domain of physical health, namely a lack of social  
connection. Indeed, social relationships are so crucial for survival that the pain of having been  
rejected by others activates the same neural substrates as physical pain (Eisenberger & Lieberman,  
2003). Moreover, physical self- preservation and social belonging have been characterized as  
“central goals” for human survival (Dickerson & Kemeny, 2004). Because of the critical import-
ance of having close social relationships (as opposed to being left out), we hypothesized that  
challenges to social acceptance in the form of social exclusion would strengthen disapproval of  
moral wrongdoers. In two studies we found an indirect effect, such that participants who had been  
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excluded while playing an interactive game reported a reduced sense of their fundamental social  
needs being met, which in turn was associated with stricter judgements toward moral wrongdoers.  
Furthermore, in a correlational study, we found that social anxiety, which is typically thought to  
be a warning signal of threat that can potentially undermine one’s social relationships, showed a  
substantial relationship with moral condemnation (r =  .43). This finding suggest that a perceived  
threat to the extent to which one can rely on a social network, can fortify judgements of moral  
wrongdoing. In sum, individuals who acutely experience, or are chronically attuned to having their  
social needs unmet, are more sensitive to potential moral transgressions.

These findings extend theoretical contributions concerning influences on moral considerations 
beyond disgust as a consequence of physiological challenges to health. That is, beyond infections 
and illnesses, other risk including aging and senescence as well as thwarted fundamental social 
needs likewise fortify moral judgements. In short, threats to crucial resources of various kinds 
appear to activate stricter assessments of moral wrongdoing.

Better safe than sorry

The Behavioural Immune System has been proposed to follow what has been termed the “smoke 
detector principle” (Nesse, 2005): A false positive error (e.g., alarm in response to burnt toast) is 
far less serious than a false negative error (failing to activate in response to a severe fire). In the 
latter case as a negative consequence some mental and physical effort might have been expended 
unnecessarily, while in the latter case one’s very survival could be at stake. Many bodily and 
behavioral responses adhere to this pattern, such as pronounced pain, inflammation, nausea, anx-
iety, and fear in response to the uncertain possibility of challenges to health and safety (Nesse & 
Schulkin, 2019). Thus, if an individual has contact with a potentially dangerous predator, a pos-
sibly deadly toxin, or a moral transgressor, then fleeing from the animal, avoiding contact with the 
contaminant, or expressing disapproval toward the offense is more adaptive than failing to execute 
those actions. In other words, natural selection shaped mechanisms that regulate defensive systems 
on the principle of “better safe than sorry”, which means the organism is more likely to over-
react than to underreact in response to even the slightest possibility of physical or social danger. 
Feelings of disgust (as a consequence of exposure to contaminants), anxiety (as a consequence of 
thwarted social needs), and other emotions that arise as a consequence of potential threats instill 
increased moral vigilance to avoid additional dangers from wrongdoers.

Figure 14.1  Experience of threat.
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We similarly propose that in the process of threat monitoring, an implicit mental accounting of 
the relative costs and benefits of overestimating the dangers posed by a moral wrongdoer, versus 
underestimating, the costs of the former greatly outweigh the costs of the latter when one’s ability 
to cope is already compromised. This, however, is an assumption that awaits empirical testing. 
To confirm our notion of threat monitoring in the context of making moral judgments, it will be 
important for future research to ask participants to report on their cost- benefit analysis involving 
subjectively perceived risks relative to available coping resources. Similarly, it will be useful to 
directly measure feelings beyond disgust that might reflect a threat response, in particular anx-
iety. Individual differences with respect to coping resources are likely to also be relevant, with 
some participants considering the same situation a threat, while others consider it a challenge 
(Blascovich & Mendes, 2010). Overall, just as has been shown with effects of disgust on moral 
judgment, it is likely that the precise process of threat monitoring will turn out to be complex.
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15
THE INTERPERSONAL LEVEL
What is shame? Shame as a relational network 

of emotion- experience

Nicolay Gausel

Abstract

Shame is a complex emotion. It involves an activation of the self through violation of internalized 
moral norm. It also involves criticism of self by the self and the risk of criticism of the self by 
imagined or real others –  in addition to be a motivator for action. In this chapter, I will discuss the 
combination of these elements while addressing issues currently debated within shame literature, 
such as ‘guilt versus shame’, how to understand ‘shaming’ and ‘moral failure versus competence 
failure’. I will discuss a growing controversy on whether shame promotes defensive, anti- social 
motivations or pro- social, approach motivations. I will discuss if shame can be defined, and how it 
can be measured. This is followed by some practical implications. Finally, I will suggest directions 
ahead for shame researchers and encourage a view of moral emotions as an integrated process 
where appraisals, feelings and responses interact in a relational network.

 • The subjective experience of shame should be understood within a combined relational net-
work of appraisals, feelings and responses.

 • Shame cannot be experienced if the self is not activated, or if there is no self.
 • In the shame experience, the activated self will take action to cope with the violation of 

internalized moral norm and the criticism that follow from it.
 • Individuals reporting shame for apparently non- moral reasons (e.g., competence failure) 

describe the failure in moral terms when encouraged to explain why it was a failure.
 • Understanding the dynamics of the shame experience can have profound practical implications, 

since it can have pro- social, self- reformatory potential.

Introduction

As 2009 begun, I was finalizing my PhD thesis on shame and how to best understand its pro- social 
potential, when an Austrian court case received attention of international media. An elderly man 
had imprisoned his daughter for 24 years, raped and enslaved her, murdering seven infants he 
had fathered with her. Concurrently, he maintained his social image or façade as a moral person. 
Expert psychiatrists following the court case argued ‘people like him’ could not experience moral 
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emotions, such as shame. And indeed, they appeared to be right as the elderly man would enter 
court holding up a blue folder covering his face, remaining silent throughout the court hearings 
except from when he refused to plead guilty. However, approaching the end of court hearings 
they played the videotape of his daughter’s testimony. The court then noticed the elderly man 
was crying and in a low tone asking for permission to address the court. To everyone’s surprise 
(including the expert psychiatrists) he admitted that he felt shameful for his misdeeds. Realizing 
his failures could not be undone, he reassured the court he could only look for ways to make 
amends and offer restitution. He then declared he would unconditionally accept the verdict. The 
following day he entered court without hiding his face.

I will return to this example later in this chapter when I address a core controversy in shame 
research, but before I can get to that, I will address five shared agreements within the literature 
on shame. Following this, I will highlight some current issues with shame research. Then, I will 
address some controversies in shame research using the example above. Towards the end, I will 
discuss whether shame can be defined, and how it can be measured, followed by some practical 
suggestions. Finally, I will suggest some directions ahead for shame researchers.

Shame and shared agreements

Shame and the activation of the self. It’s been known for more than hundred years that the self is 
the acting agent in the shame- experience (e.g., Smith, 1915). One can now say with confidence that 
the shame experience is about the self (e.g., Tangney & Dearing, 2002) and cannot be experienced 
if the person does not appraise the self as being activated (Gausel & Leach, 2011; Lewis, 1971). 
Consequently, whatever leads to shame being felt, the self must somehow be implicated, whether 
this is on an intrapersonal level (Lewis, 1971; Lickel et al., 2014; Tangney, 1991), interpersonal 
level (Gausel et al., 2016; Løkkeberg et al., 2021) or group- level (Gausel et al., 2012; Gausel & 
Brown, 2012; Lickel et al., 2005). Said easily, and this is important to understand; there can be no 
shame if the self is not activated or if there is no self. By such, there is agreement that shame is a 
self- related emotion that is experienced when the self is activated (see Figure 15.1).

Shame and violation of internalized, moral norms. What activates the self in response to shame? 
The most straightforward answer is appraised violation of an internalized moral norm (Lewis, 
1971). I underline internalized, as the norm must be an integrated part of the self for the self to 
appraise it has violated something (Gausel, 2013). Naturally, if the individual is unaware of the 
norm, or is aware but has not internalized it, the individual cannot be expected to feel ashamed for 
violating it. This is likely the reason for why someone is ‘shameless’; they have not internalized 
the norm that others think should have been internalized. Someone experiencing shame therefore 
report they have failed to live up to internalized moral norm or have violated such a norm (e.g., 
Ferguson et al., 2007; Gausel & Leach, 2011). Consequently, as shame is felt due to the self being 
activated by the failure to live up to internalized moral norms (see Figure 15.1), shame is seen as 
belonging to the group of moral emotions.

Shame and unpleasant criticism. There is great consensus that the word ‘shame’ is used to ver-
balize an unpleasant emotional experience (Smith, 1915; Levin, 1971; for a review, see Gausel 
& Leach, 2011; Tangney & Dearing, 2002). It can vary in intensity, but mainly, the experience 
of unpleasantness manifest itself via two forms of criticism: Either in terms of self- criticism or in 
terms of social- criticism (see Figure 15.1 for an illustration of how criticism fuels back into the 
activated self).
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In regard of self- criticism, shame can involve milder forms of self- criticism (Gausel et al.,  
2016), more serious forms of self- directed anger (Smith et al., 2002; Tangney, 1991; Tangney et al.,  
1992), to the most intense forms of self- directed hostility (Lewis, 1971) and disgust (Giner- Sorolla  
& Espinosa, 2011) making it so severe it becomes unbearable (Rustomjee, 2009). Whatever the  
intensity of the criticism, the common agreement is that shame involves an inner judgemental  
verdict criticizing one’s self and its integrity (Gausel & Leach, 2011). Thus, shame belongs to the  
group of self- critical emotions.

The other form of criticism involved with shame is social- criticism. This is the subjective 
concern that others might find out about the moral failure and thus condemn (Gausel & Leach, 
2011) and criticize one for it (Tangney et al., 1996; Eriksson et al., 2021). The condemning others 
can be an imagined other (Lewis, 1971) or an imagined internal audience made up of unspeci-
fied others, specified others or oneself (Gausel, 2013). It can also be anticipated condemnation 
from real others (Gausel & Leach, 2011). Whatever the source of condemnation, the failure of 
the shameful individual is publicly exposed (Smith et al., 2002) inviting social aversion (Van 
Kleef, et al., 2015) and social criticism (Gausel & Leach, 2011) effectively barring the violator 
from continued belongingness with others (Gausel, 2013). Depending on the degree of norm vio-
lation, anger (Gausel et al., 2018; Van Kleef et al., 2015), violence (Retzinger, 1991) and murder 
(Rustomjee, 2009) might be inflicted upon the violator, in addition to more formalized social criti-
cism such as physical exclusion through imprisonment (Tangney et al., 2014). Due to the severe 
implications of being socially criticized, shame is sometimes referred to as a social emotion.

Figure 15.1  Event, the self, criticisms and motivations.
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Shame as a motivator for action. There is shared agreement across the emotion literature that 
shame is a self- related, moral emotion that is closely associated with criticism motivating the 
shameful individual to take action to cope with the criticism they experience, whether this is 
self- criticism or social- criticism (Gausel & Leach, 2011; Tangney & Dearing, 2002). Figure 15.1 
illustrates how a failure to live up to an internalized moral norm activates the self in a directional 
network. You can see that the emotion term ‘shame’ is not present in the model. This is because 
the model is ‘shame’ as far as the literature agree. Therefore, I call this model ‘The agreed network 
of the relational shame- experience’. As seen in this visual representation, something self- relevant 
must have happened. In the case of the shame experience, an internalized moral norm must have 
been violated in order to activate the self. When the self has been activated, it is aware of what has 
happened. At this exact moment, the self receives criticism from it- self or from others (imagined 
or real) for having violated a norm. Following this, the self takes action to cope with the criticism 
(note; inaction is also action). You can see the different elements of the model overlap each other 
in a directional pattern. This is because the different elements operate together in a combined 
relational network moving forward with actions meant to cope with the criticism, followed by 
renewed actions depending on how the self appraises the success of the action taken. It is this 
renewed network of emotion- process that is the continued emotional experience of shame that 
does not go away: the unresolved shame.

Shame and current issues

Having a shared agreement on the emotion- experience of shame has helped the field of moral 
emotions to embark on at least three larger issues.

Is shame only about failure of morality? There is increasing empirical support to argue shame 
can be felt in the aftermath of non- moral failures in addition to moral ones. For instance, already 
in 2002, Smith et al. found incompetence to be strongly linked with shame, and shame to be more 
associated with non- moral experiences than moral. Somewhat similar to this, de Hooge et al. have 
repeatedly demonstrated that competence- related failures elicit shame (e.g., 2008, 2010, 2018), 
and Løkkeberg et al. (2021) recently demonstrated how shame arose from failure in interpersonal 
communication. That non- moral failures are associated with the experience of shame is drawing 
increased attention from scholars within the shame- literature. Due to this current issue, one might 
ask if non- moral failures make shame a non- moral emotion? It is valuable to remember that we 
have known for more than 50 years that individuals reporting shame for apparently non- moral 
reasons (such as failing on a practical task) describe the failure in moral terms when encouraged to 
explain why it was a failure (Lewis, 1971). Thus, I personally try focus not so much on the act of 
failure, but more on how the failure is appraised (Gausel & Leach, 2011).

Shaming? Another topic addressed in the literature on moral emotions is the process of being 
humiliated and shamed, and whether this can be used as a tool to prevent individuals within a 
society from violating morality (Braithwaite, 1989). Shaming is typically understood as a social 
process where someone who are higher in status and power inflict psychological pain upon a norm- 
violator through social humiliation (Braithwaite, 1989). The common argument is that shaming 
done ‘properly’ will get people ‘back in line’ so to speak (Ahmed et al., 2001) and thus, encourage 
the norm- violator to start feeling the shame they seemed to lack in the first place (Taylor, 2013). 
However, this reasoning has little empirical support (Harris, 2006) leading to exhortations against 
shaming as it seems to motivate aggression, not shame (Gausel, 2013; Åslund et al., 2009). Instead 
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of shaming, it is encouraged to forgive (Ahmed & Braithwaite, 2005) and reassure the transgressor 
of acceptance and belongingness (Gausel, 2013); elements that are a key in making people want to 
change who they are (Rogers, 1961).

Shame and guilt: Two different emotion processes, or the same thing? Shame and guilt have 
received the attention of scholars in moral emotions for decades (Jones, 1910; Leach, 2017). 
Personally, I find it hard to understand why these two emotions weighted up against each other 
have received so much attention. If I should guess why, I would say that the debate has evolved 
out of a function of living and doing research within a cultural, religious context while ignoring 
the impact of this cultural, religious context. One might notice that most researchers focusing on 
guilt belong to the catholic culture where guilt is key emotion to be expressed after failure and 
repair come in the form of making amends through acts of moral repair- behaviour (these same 
researchers typically advocate that one should separate the self from its behaviour so the behav-
iour can be condemned1). In contrast, most researchers focusing on shame belong to the protestant 
culture where shame is key emotion to be expressed after failure and repair comes in the form 
of –  not acts of moral repair- behaviour –  but in repairing the defective self through psychological 
self- reform.

Nevertheless, various (sometimes conflicting) understandings of the differences (and similar-
ities) between the two emotions have been proposed. For instance, Lewis (1971) proposed a diffe-
rence in the intrapsychological positioning of the self in response to guilt and shame- experiences, 
while Tangney and Dearing (2002) proposed a difference based on foci. Others point to a possible 
difference based on private versus public awareness of failure (Smith et al., 2002). However, 
despite all attempts to disentangle the two, shame and guilt seems to be resisting a definitive sep-
aration in empirical investigations (Gausel & Leach, 2011; Leach, 2017) –  even though there are 
indications that the self is less active in guilt than in shame (Gausel & Leach, 2011; Tangney & 
Dearing, 2002) and that correlations between the two seems to diminish on a group- level making 
an empirical disentanglement of the two more outspoken (e.g., Gausel & Brown, 2012, Gausel 
et al., 2012). Taken together, the topic of shame and guilt as different or not welcomes great debate 
in the current literature on moral emotions.

Shame and controversies

Even though there are agreements within shame research, work on shame is not without con-
troversies. As theorizing and research move forward new understandings will surface causing 
controversy when they challenge the ‘zeitgeist’. Typically, advocates of ‘zeitgeist’ will accept 
alterations to established knowledge but resist and even warn a set- back if these new views are 
adopted.

Shame: Anti- social or pro- social? Perhaps the greatest controversy per now is the theoretical 
view originating around 2006– 2011 explaining why shame is an unpleasant, yet adaptive emotion 
promoting self- reform through pro- social approach and contrite repair motivations (e.g., Gausel 
2006, 2009; Gausel & Leach, 2011; for an alternative approach based on maintenance of posi-
tive self- view see; de Hooge et al., 2008, 2010). This self- reformatory, adaptive view contrasts 
the prevailing understanding of shame as a maladaptive, self- defensive emotion. That shame was 
theorized to be a maladaptive, self- defensive emotion gained popularity around late 1980s to mid- 
1990s, and grew out of a clinical- social movement where shame was understood as a respon-
sible for considerable intrapersonal and interpersonal tumult due to an array of self- defensive 
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and anti- social motivations (e.g., Lewis, 1992; Tangney, 1991; Tomkins, 1987; Retzinger, 1991; 
Scheff, 1994).

In introductory example, both views are in play. In support of the maladaptive, self- defensive 
view the elderly man engages in at least three different defensive strategies: First, he literally 
covers his face with a folder. Second, he refuses to accept responsibility for immorality. Third, he 
remains muted. In support of the adaptive, pro- social view, we can observe at least four different 
pro- social strategies: First, there is admittance of responsibility. Second, there is admittance of 
immorality. Third, there is expressions of contrition. Fourth, there are declarations of wanting 
to make amends and restitution. As the example provides both self- defence and pro- sociality, 
the question arise: Which is caused by shame? The answer is evident. When self- defence is used 
there is no expression of ‘shame’ or any other emotions. However, when ‘shame’ is expressed, 
pro- sociality is expressed. In fact, the following day after expressing ‘shame’ he no longer covered 
his face.

This example, which is not unusual, challenge the view of shame as a maladaptive, self- 
defensive emotion. Currently, the theoretical view of shame as a maladaptive, anti- social emotion 
cannot explain the pro- sociality following the expression of shame in this  example –  even though 
some might say that the elderly man is using the wrong term to express his feelings and had 
he known the ‘correct’ emotion term he would have used ‘guilt’ (or ‘regret’ for that matter). 
Alternatively, some would say shame in this example is muddled with guilt, and had it been a 
‘guilt- free shame’ there would be only self- defence in this example. In contrast, advocates of 
shame as an adaptive emotion promoting pro- social approach and contrite repair motivations (e.g., 
Gausel & Leach, 2011) would say these words would typically be spoken by a shameful indi-
vidual following acceptance of a self- related moral failure. Moreover, they would provide empir-
ical support to back it up (e.g., Berndsen & Gausel, 2015; de Hooge et al., 2008, 2010; 2018; 
Gausel & Brown, 2012; Gausel et al., 2012, 2016, 2018; Leach & Cidam, 2015; Lickel et al., 2014; 
Løkkeberg et al., 2021; Shepherd et al., 2013; Tangney et al., 2014).

There is reason to believe the controversy of shame being either an anti- social or a pro- social 
emotion is likely to continue, but it is worth observing that a long- standing and influential scholar 
on moral emotions has begun debating the pro- social, self- reformatory potential of shame (Tangney 
et al., 2014). That said, what view will prevail in this controversy is for the future to unveil.

Shame and unresolved questions

Shame is an unusually complex emotional experience that carries with it many unresolved 
questions in which I will address two of them in this chapter: Can shame be defined? How can 
shame be measured?

Can shame be defined? If the answer is ‘yes’ to this question one would find oneself in good com-
pany. There are plenty of theorists on shame offering their definition. Depending on who one consult 
one is likely to find something that will fit one’s taste (Gausel, 2014). The reason for the various 
definitions is likely due to limitations in fully understanding what an emotion is (Russel & Barrett, 
1999; Frijda, 1986) not to say what shame is (Gausel & Leach, 2011). That said, we know something 
about shame after more than 100 years of research: As shown in this chapter there is agreement that 
when people report they feel ‘shame’ they typically also report their self being activated, that they 
have violated an internalized moral norm, and they experience unpleasantness due to self- criticism, 
and they are motivated to do something (even inaction is action as something is likely going on inside 
the person, see Lewis, 1971). Other than this there is little agreement (Gausel, 2014).
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Contrasting the tendency to define ‘shame’ as having a singular, consistent and uniform 
meaning, shame researchers (and emotion- oriented researchers alike) can approach the shame- 
experience as a relational network of appraisals, feelings and responses (Gausel, 2014; Gausel 
& Leach, 2011; Gausel et al., 2012, 2016, 2018, Løkkeberg et al., 2021). This basically means 
opening boundaries between different scientific fields to draw from each other’s knowledge to 
better understand the complexity of the shame- experience. With this network approach one can 
synthesize relational patterns (Smith & Kirby, 2009) in structural models (e.g., Gausel et al., 2012, 
2016; 2018; Løkkeberg et al., 2021) to investigate how individuals activate their self (or ‘ego’) to 
appraise a self- relevant situation involving goal relevance (Lazarus, 1991), such a failing to live 
up to a moral norm. Depending on how the self is activated through appraisals of a situation and 
goal relevance, one is far better equipped to understand people’s subjective use of emotion words 
(Foucault, 1982; Siemer et al., 2007) and subsequent motivations (Gausel & Leach, 2011; Gausel, 
2014). Naturally, this relational network approach is more complex than believing emotions to 
have a singular, consistent and uniform meaning, but the up- side is that one can actually start to 
understand what people mean when they decide to use an emotion term such as ‘shame’ (Gausel 
& Leach, 2011; Gausel, 2014).

How to measure shame? The above discussion paves way to a related unresolved question: How 
should we measure shame? If we leave the topic of definition aside, one might notice that almost 
all research on shame relies on acknowledged and verbalized shame; whether this is investigated 
with qualitative or quantitative methods. It is important to account for acknowledged, verbalized 
shame and I too use this approach (after all, it is the verbalization of ‘shame’ that appear in the 
introductory example and by such help us identify a shame- experience). However, I must admit 
that I am not so impressed by myself that I can identify an acknowledged, verbalized emotion term 
within its semantic context (Davidson, 1967).

In recent years, I have therefore come to believe that verbalized shame is just the tip of the ice- 
berg in the shame- experience; the final stage when the cat is out of the bag so to speak. I firmly 
believe that much is going on inside of us before we reach the level of processing where we 
can identify and verbalize emotional distress with a specific emotion- term. Actually, Helen Block 
Lewis (1971) focused more on this level of internal processing than she did on acknowledged, 
verbalized shame (or guilt), labelling the internal non- verbalized processual emotion operation 
as ‘unidentified shame’ and ‘bypassed shame’ (and so does Retzinger, 1991 and Scheff, 1994). 
Personally, I believe June Tangney’s influential research on shame with the TOSCA (Tangney 
et al., 1991) to be somehow tapping into these unacknowledged, non- verbalized aspects of shame. 
I have noted that Tangney’s research relies on scenarios and various descriptions of oneself in 
meeting with these scenarios (but not using acknowledged emotion terms such as ‘shameful’). 
I sometimes wonder if this is one possible path ahead if one avoids the temptation to pre- define 
shame (and guilt), rather utilizing a relational network approach to the whole emotion- experience 
of the shame- process. In this way, one can track so much more than just acknowledged, verbalized 
emotion terms, and perhaps open up Lewis’ (1971) approach to the processual experience of 
shame? At least, that would be an attempt to have a look underwater to see what’s under the 
verbalized tip of the ‘shame- berg’.

Shame: important practical implications

Can there be a practical application of the knowledge we have of moral emotions, such as shame? 
Yes. One application is to understand how failures of the self gradually influence the individual as 

 

 

 

  

 

 

 



164

Nicolay Gausel

unrepaired failures accumulate over time. Another application is to understand how moral norms 
are internalized on a subjective level.

Failures of the self. If there is an acknowledged violation of a moral norm (e.g., lying), then the 
norm has already been internalized. This will activate the self. The activated self will appraise the 
moral failure as a specific failure of the self (Gausel & Leach, 2011). Since a specific failure moral 
failure does not pose an overwhelming threat to one’s self- image (one is still helpful, generous, 
funny etc.,) the failure of the self can be repaired (Leach & Cidam, 2015). The self- criticism of 
shame will therefore motivate the norm- violator to address the failure and repair it (e.g., apolo-
gize and start telling the truth from now on) (Gausel & Leach, 2011). If this is achieved, the self 
is reformed as the failure is mended. Naturally, some failures are graver than others and will more 
heavily impact the self- image but it is still a specific failure. This experience of specific moral 
failure and shame is equivalent to what we can term ‘non- clinical shame’ (or ‘everyday- shame’, 
some might also call it; ‘having a bad conscience’).

However, people can violate additional moral norms before they have managed to repair the 
previous failure. They have now two (or more) specific failures threating their self- image as a 
moral person. Two or more failures can be dealt with, but it’s harder to reform and repair than 
only one. Moreover, the self- criticism of shame is still active from previous failure. Accumulating 
amounts of unrepaired failures will likely move the shameful individual towards more intense 
forms of self- criticism. This emotion- experience of accumulating unrepaired moral failures and 
shame is equivalent to what we can term ‘borderline- clinical shame’ where a growing feeling of 
inferiority begin to appear.

If there are too many moral failures to handle, the individual appraises their self- image as a 
total failure, as globally defective (Gausel & Leach, 2011). At this stage, self- reform and repair is 
believed to be impossible. Overwhelmed by the sheer number of failures (and the criticism that 
goes with each one of these failures), the previously active self becomes inactive. As the self is 
no longer active, the emotional experience of shame vanish, and with it, the motivation to address 
failures vanish. This leaves the individual with little less option than to withdraw (Leach & Cidam, 
2015). It is in this stage that the feeling of inferiority will dominate instead of shame (Gausel & 
Leach, 2011), and with it, self- directed hostility and disgust will hammer the person to the ground. 
This emotion- experience of overwhelming amounts of unrepaired moral failures and a globally 
defective, inactive self with a dominating feeling of inferiority is equivalent to what many will 
recognize as ‘clinical shame’.

Internalized moral norms. Norms and moral norms exist. But so does people and cultures. As 
people travel to other cultures or meet other cultures online, their understanding of norms will 
begin to change. Some people will internalize new norms or they will alter existing norms. Others 
will not yet know of a norm or they feel it doesn’t apply to them and their culture. Through 
this interactive norm exchange, the norm- based self will start to change. Some norms will be 
internalized, some will be abandoned, while others will not even exist. This is normal. Hence, a 
helper may be advised to remember that norms change over time and across cultures (Sandholtz, 
2007), and that our own moral standards count only for ourselves, not for others, and not for our 
clients.

It is therefore wise to understand that people will only think there has been a norm violation 
if they have internalized the moral norm (Gausel, 2013). There can be many reasons for a norm 
not to be internalized, but it is good to remember that some people will appraise a norm- violation 
whereas others will not. Consequently, a professional helper should resist the temptation to transfer 
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their own moral norms onto their clients or judge moral transgressors. Instead, helpers should 
try to create an environment of trust where their clients can express their emotion- experience 
without the risk of condemnation (e.g., Rogers, 1961) as condemning or shaming someone for 
norm violations will not help. Shaming people does not lead to the internalization of norms and it 
does not lead to a perpetrator feeling ashamed. If anything, it leads to social pleasing due to fears 
of rejection (Gausel, 2013), and rejection is the motivator behind all sorts of anti- social responses, 
including violence and murder (Gausel & Leach, 2011).

Conclusion

Where do we go from now? My answer is that researchers on shame and other moral emotions join 
efforts and rest disagreements. Where we disagree, we disagree but we should continue to pursue 
the emotion- experience of shame together not against one another. We have shared agreements 
that should unite us. It is my hope that we may start view moral emotions, such as ‘shame’, as an 
integrated, cognition- emotion process where appraisals, feelings and responses interact in a rela-
tional network. This calls for an acknowledgment of shame (and other emotions) as a complex 
emotion- experience where definitions become obsolete, where emotions words are not detached 
from the semantic context providing it with meaning (Davidson, 1967), where we address shame as 
being more than just an acknowledged, verbalized tip of the iceberg, and where we finally remove 
boundaries between different scientific fields so we can start draw from a pool of accumulated 
knowledge to better understand the complexity of moral emotions.

Note
1 In my eyes, this is an invention coming from psychological therapy that does not correspond with reality. 

That is, reality in the sense of how a society operate. A society would see a failure as belonging to the 
individual and not as separated from the individual. This is why people are sentenced to prison for their 
actions (i.e., their failures). It is not their actions being sentenced to prison; it is the person itself, the self. 
Personally, I think it is misleading to try to separate the self from its action. This is because our actions 
are ours. If I try to condemn the action pretending the self is not producing the action, I will not only do 
the person wrong by releasing them from their responsibility, but the self will be affected regardless as the 
self has in fact produced the action which is being condemned.
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THE INTRAGROUP LEVEL

Moral emotions, empathy, and acceptance of 
others as ingroup members— a social neuroscience 

perspective

Eric J. Vanman

Abstract

Emotions that we associate with morality appear to become more intractable when groups are 
involved. Guilt, shame, and disgust can impede acceptance of others as part of our group. I review 
three research projects that used social neuroscience methods to investigate group moral emotions. 
The first investigated disgust’s role when people become stigmatized because of their weight. 
A second line of research examined collective guilt in both a minimal group paradigm and a con-
text with historical transgressions, and demonstrated how guilt and shame about an ingroup’s 
actions can be quickly learned but also varied across people. A third line of research examined 
schadenfreude and counter- empathy, showing increased empathy for group members’ actions but 
also retaliatory responses to expressions of glee from an outgroup. In all three cases, our research 
focused on the intragroup level— how group members respond to others who ostensibly should be 
part of the collective “we.”

 • Moral emotions (guilt, shame, disgust, schadenfreude) are critical drivers of intragroup 
processes, such as acceptance and inclusion.

 • Neuroscientific and physiological methods (i.e., ERPs, fMRI, EMG) have been used to detect 
reactions to moral emotions, over and beyond the classical self- report.

 • Moral disgust is often accompanied by the idea that the person eliciting the emotion is not 
worthy of consideration as fully human.

 • P300 can reliably index collective guilt, even though this may not be a very intense emotion.
 • Expressions of schadenfreude, typically investigated at the interpersonal and intergroup level, 

might also be informative of intragroup processes since they affect ingroup identification and 
intragroup responses.

 • Moral group responses affect how we perceive our group members, including processes that 
increase group cohesion and others that reduce it. In this way, they are fundamentally connected 
to the problem of accepting people into society.
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Introduction

Just like every other facet of our social lives, emotions play a crucial role in our interactions with  
others who are group members. Whether it is the shared joy of our team’s success in the champion-
ship game, the shared sadness when members of our community are afflicted with a debilitating  
virus, or pride when a member of the group succeeds beyond our wildest dreams, our connections  
to others as group members yield the same sorts of emotional reactions that occur when such  
events happen to us as individuals. Likewise, emotions associated with morality, such as guilt,  
shame, and disgust, can be elicited by others because of their group memberships. In this chapter,  
I review research from my laboratory investigating such group moral emotions using self- report  
and social neuroscience methods. Specifically, I discuss the roles of moral disgust, collective guilt  
and anger, and schadenfreude in group contexts, which largely examine these responses at the  
intragroup level. Figure 16.1 provides an overall representation of the eliciting conditions, moral  

Figure 16.1  Moral group responses.
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emotions, and effects on the group that my research group has investigated. As I will argue, moral  
emotions may impede our acceptance of others as part of our group. I thus also argue for an essen-
tial remedy to accepting others based on their group memberships— empathy.

Disgust

In the past two decades, researchers have found that the emotion of disgust appears to be associated 
with specific groups and group members (Hodson et al., 2013; Taylor, 2007). Although disgust 
likely has its functional origins in distaste (i.e., the avoidance of toxins in food), for many animals, 
including humans, disgust evolved to help defend organisms from bacteria and viruses (Curtis 
et al., 2011). Yet, for humans, disgust is also associated with avoiding people who violate social 
and moral norms (Giner- Sorolla et al., 2018; Tybur et al., 2009). Those people who intentionally 
harm children, for example, will often be viewed as disgusting and will be avoided by others and 
perhaps sanctioned with ostracism or even criminal charges. Other members of society who reli-
ably elicit disgust include drug addicts, smokers, politicians, and homeless people (Vartanian, 
2010). Such moral disgust is often accompanied by thoughts that the person eliciting the emotion 
is not worthy of consideration as fully human (Vartanian et al., 2021).

Obesity is another common elicitor of disgust because it involves impurity and moral violations 
(Lieberman et al., 2012). Notably, efforts to reduce prejudice toward obese people by changing 
cognitive beliefs (e.g., about the controllability of body weight) tend to be ineffective in reducing 
negative attitudes and stereotypes (Daníelsdóttir et al., 2010) because the obesity stigma is rooted 
in emotional reactions to obese people. Indeed, across several studies, Vartanian and his colleagues 
have demonstrated that self- reports of disgust elicited by obesity predict negative attitudes, nega-
tive stereotypes, and greater social distance toward obese people (Vartanian, 2010; Vartanian et al., 
2013, 2016).

Most of the research on the role of moral disgust in interpersonal and intergroup relations has 
relied on self- reports. For example, across three studies, Watanabe and Laurent (2021) found that 
some people reported feeling disgusted when viewing images of interracial couples in the United 
States. Although such self- reports, which measure one’s subjective feelings, are an important com-
ponent of the emotional response, they can also provide an incomplete picture. Self- reports may 
reflect concerns about social desirability and the motivation to comply with social norms. For 
example, society might regularly describe and depict certain people as “disgusting,” so one could 
feel compelled to agree with that assessment, even though the sight of such people does not actu-
ally elicit a disgust response. Social neuroscience methods can provide alternatives to self- reports 
that offer additional insights into complex emotional reactions.

For example, testing hypotheses derived from the Stereotype Content Model (Fiske et al., 
2002), Harris and Fiske (2006) found that when viewing two particular social groups, homeless 
people and drug addicts, participants reported feeling more disgust than they did for other social 
groups, which did not elicit disgust. Moreover, fMRI bold activity in the amygdala and insula, two 
brain regions typically activated when people experience fear and disgust, respectively, increased 
when participants viewed the images of the homeless and drug addicts. The authors interpreted 
this finding as evidence that stigmatized groups regarded as low in warmth and competence are 
dehumanized. Similarly, EEG recorded at the scalp in the form of event- related potentials (ERPs) 
demonstrated that signals originating from the insula were greater when both Black and White 
participants viewed pictures of Black– White interracial couples, which were consistent with self- 
reports of disgust and dehumanization (Skinner & Hudac, 2017).
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In my laboratory, we have used facial electromyography (EMG; see Tassinary et al., 2016, 
for an overview) to measure affective responses when people view others’ faces. Notably, one of 
the emotional expressions that facial EMG can readily measure is disgust, which is characterized 
by pulling the upper lip in a way that creates wrinkles on both sides of the nose using the levator 
labii superior muscles (Rymarczyk et al., 2019; Philipp et al., 2012; Vrana, 1993). Thus, we used 
the facial EMG approach to investigate the link between disgust and reactions to obese people 
(Vartanian et al., 2018). Across four studies, participants viewed a series of images while facial 
EMG was recorded from the levator labii and corrugator (i.e., used to furrow the brows in nega-
tive expressions) muscle sites. Although, in all studies, participants reported greater disgust for 
obese images, we found no evidence that the target’s body size or other factors that typically influ-
ence evaluations of obese people (e.g., their effort to lead a healthy lifestyle) affected the levator 
response.

Admittedly, we were surprised by our findings at first. As mentioned above, a substantial lit-
erature already existed that suggested obesity was associated with disgust reactions. Why would 
we not get a similar association between self- reports and physiological indicators of disgust here? 
One possible explanation is that pathogen- evoked disgust— the “core” disgust response humans 
share with other animals— is distinct from socio- moral disgust (Simpson et al., 2006). Biologically 
threatening disgust may evoke an immediate physiological response with little cognitive elabor-
ation, whereas socio- moral stimuli may elicit more elaborated disgust appraisals that come from 
experience. People may be taught during development which behaviors and groups do morally 
wrong, “disgusting” things. People who are obese but otherwise share our group identity don’t 
appear to elicit this type of biological disgust, at least as measured by facial EMG. Thus, people’s 
reactions to obese people and other specific stereotyped groups appear to be culturally learned. 
Even so, learning to associate obese or homeless people with a verbal label of disgust can lead to 
dehumanization and avoidance. Our evidence suggesting that it is not pathogen- evoked disgust, 
however, suggests that the disgust response here might be more amenable to interventions that 
promote acceptance of these groups into the larger ingroup.

Collective guilt

Schlink’s (2010) essays in Guilt about the Past are about the generations of Germans since the 
Third Reich who have had to grapple with the guilt for acts for which they had no direct respon-
sibility. History is full of other groups that have suffered similar guilt by association. In such situ-
ations, collective emotions like guilt, shame, or ingroup- directed anger result when one makes an 
appraisal that the ingroup has violated some standard of behavior of the group (Doosje et al., 1998; 
Iyer et al., 2003; Vollberg & Cikara, 2018). These group- based emotions can, in turn, facilitate the 
reparation of historical transgressions such as slavery, genocide, and other human rights violations 
(for a review, see Wohl et al., 2006). Like research on moral disgust, however, most research 
on these emotions of collective responsibility has relied solely on self- report questionnaires. 
This reliance on self- reports becomes problematic in situations where social norms dictate that 
group members should feel guilt about the wrongdoings of the group’s ancestors, so, due to self- 
presentational concerns, self- reports of collective guilt may not reflect whether one actually feels 
guilt. Thus, in research with my students (Vanman et al., 2014), we examined the potential for a 
psychophysiological marker of collective guilt, the P300 component of event- related potentials 
(ERPs), that might not be as susceptible to social desirability concerns. The P300 is typically 
elicited in experimental paradigms when a low- probability target (e.g., a “boop” sound or a red 
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circle) is mixed in with high- probability non- target items (e.g., “a beep” sound or blue circles). 
The less frequent the low- probability target is presented, the larger the amplitude of the resulting 
P300 amplitude is. Importantly, if the target item is perceived as being like the non- target stimuli 
(e.g., a woman is smiling slightly among a set of smiling women targets), it will not be processed 
as being a low- probability event; therefore, the resulting P300 will be smaller in amplitude (Ito, 
2013). Thus, the P300 can serve as a marker of guilt because stimuli associated with guilt or shame 
(i.e., a stolen apple or a picture of someone you have bullied) will elicit a large P300 than stimuli 
that are not associated with these emotions.

To investigate whether the P300 can serve as a marker of collective guilt, we presented poten-
tially guilt- laden stimuli compared to control stimuli that were associated with the actions of 
an ingroup member. If the ingroup member had done something that the participant viewed as 
shameful or guilt- inducing for the group, then the presentation of a stimulus associated with that 
act should elicit a large P300 that would be correlated with the participant’s collective guilt or 
shame. We conducted two experiments— one involving artificial groups and the other involving 
a real group associated with a past intergroup transgression. In the first experiment, a confederate 
acting as another team member did harm to one of the groups— the “accidental” destruction of the 
other team’s flag— so that the ingroup became the perpetrators and the other group the victims. 
This design allowed us to examine the responses of people not involved in the specific act but who 
were members of the same group (i.e., the perpetrators).

All participants were then tested individually a few days later when they were presented images 
pertaining to the first session while ERPs were recorded. The images included pictures of flags 
drawn by (apparently) different teams in the experiment or faces of participants wearing the red 
or blue team t- shirts. The target stimuli were the victim team’s flag or the confederate’s face, 
presented in a sequence of non- target stimuli. We hypothesized that the P300 amplitude would 
be larger for the target stimuli if the participant had a collective emotional response to the first 
session. Participants who were part of the perpetrator group (i.e., the one to whom the confed-
erate belonged) also rated their collective guilt, collective shame, and anger towards the ingroup. 
Analyses revealed that those who reported more collective guilt in the perpetrator group had larger 
P300s when viewing task- relevant stimuli.

In Experiment 2, White Australian participants viewed stimuli associated with the Stolen 
Generations, an actual historical event in which Aboriginal children were forcibly removed from 
their homes. P300 amplitudes to Aboriginal images were correlated with self- reports of collective 
guilt and anger about the Stolen Generations. Moreover, participants who said they felt no col-
lective guilt showed greater P300s when the experimenter reminded them about White Australians’ 
responsibility. Thus, across two studies, we found that the P300 can serve as a marker of col-
lective emotions that arise from intergroup transgressions. In both experiments, those participants 
in the perpetrator group who reported more collective guilt or intergroup- directed anger about the 
transgression, whether created in a laboratory or one that occurred decades before, manifested 
greater P300 amplitudes when a significant probe stimulus was presented among a sequence of 
other task- related images. Although collective guilt may not be a very intense emotion (Gunn 
& Wilson, 2011; Swim & Miller, 1999), our findings indicate that the P300 can reliably index 
it. In addition, our research identified the importance of other group- based emotions and guilt 
in predicting participants’ P300 amplitudes. Research on intragroup emotions will benefit from 
using the ERP methodology. ERPs have already been used in several investigations of group phe-
nomena, including social categorization effects, stereotyping, and the regulation of prejudiced 
responses (Amodio & Cikara, 2021; Ito, 2013).
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Since conducting this research, another team of social neuroscientists has investigated col-
lective guilt in the brain using fMRI (Li et al., 2020). Research in the previous decade has 
demonstrated the cingulate cortex and the insula are activated during interpersonal interactions 
that elicit guilt (Radke et al., 2011; Yu et al., 2014). Like Experiment 1 in our 2014 study, Li et al. 
(2020) assigned participants to artificial groups, and a confederate would commit a transgression 
(i.e., “mistakenly” apply a shock) against members of the other group who were confederates. 
All of this occurred while an individual participant ostensibly interacted with others via computer 
while lying in the fMRI scanner. As predicted, cingulate and insula activity was greater when 
participants viewed their group members than the outgroup. Although they had not contributed to 
the transgressions against the outgroup, their sense of shared responsibility for what happened was 
related to the same areas that are activated when a person feels guilty for a personal transgression 
they committed.

This research using brain measures in investigations of collective emotions shows their poten-
tial in gaining new insights into the role of collective guilt (and related moral emotions) in group 
outcomes. For example, self- reports of collective guilt have already been demonstrated to predict 
intergroup behavior, such as political action (Leach et al., 2006) and group apologies for past atro-
cities (McGarty et al., 2005). Future research should investigate the use of P300 or fMRI activa-
tion in a collective guilt situation to predict a person’s support for similar actions.

Schadenfreude

Typically, when something unfortunate happens to another person that causes them distress or pain, 
people respond with some degree of empathy and perhaps even compassion. Such empathic responses 
can lead to helping the person in distress. This appears to be the “moral” thing to do— if someone 
needing our help elicits our attention, we help. What happens if, instead of eliciting empathy when we 
see someone in need, we experience the opposite— counter- empathy? A more commonly used term 
now, even in the English language— is the German word schadenfreude, which connotes a positive 
response to someone else’s pain. The emotion of schadenfreude has been examined at both the inter-
personal and intergroup levels and appears to be a “multi- determined” emotion (van Dijk et al., 2011). 
Factors that have been found to promote and facilitate the experience of schadenfreude include: (1) 
a threat to one’s self- view (van Dijk et al., 2012); (2) the pain of one’s group being inferior (Leach & 
Spears, 2009); (3) dislike and envy of the target (Smith et al., 1996); (4) the target’s deservingness of 
the misfortune (Feather & Sherman, 2002); (5) when one gains from the misfortune (Combs et al., 
2009); and (6) when groups are set in direct competition (Cikara & Fiske, 2012).

Most of these factors involve some degree of comparing the relative state of oneself to others. 
For example, in the case of envy, a misfortune befalling an envied person is pleasing as it may 
transform an unpleasant comparison into a downward comparison (Smith et al., 1996). Focusing 
on this link between social comparison and schadenfreude, schadenfreude may have evolved as 
a reaction to inequity aversion— that is, the dislike of unfairness or inequality (Shamay- Tsoory 
et al., 2014). According to this perspective, schadenfreude is the positive response to the cessation 
of an aversive unequal situation. In support of this hypothesis, Shamay- Tsoory et al. found that 
children as young as 24 months showed greater pleasure following the termination of an unequal 
situation compared to an equal situation, even when both conditions resulted in a potential gain 
for the child.

However, schadenfreude does not always arise from the termination of an unfair situ-
ation. At the group level, two main factors appear to most strongly facilitate the experience of 
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schadenfreude: group identification and a competitive context. The mere presence of competi-
tion is sufficient to incite schadenfreude at an outgroup’s misfortune. In addition, the strength 
of identification with one’s group that often occurs alongside competition further facilitates the 
experience of schadenfreude (Cikara et al., 2011). So, whereas researchers have mainly examined 
schadenfreude at the interpersonal and intergroup levels, our interest here is on how expressions 
of schadenfreude further affect identification with one’s own group.

Engaging in schadenfreude expressions has important intragroup benefits for the ingroup. There 
is consistent evidence that sharing emotions in group settings can strengthen bonds between group 
members, increase group cohesion and identification, and enhance loyalty towards the ingroup 
(Kessler & Hollbach, 2005; Spoor & Kelly, 2004). Similarly, laughter theorists have argued that 
sharing laughter or humor in a group encourages group solidarity and morale and unites group 
members (Gervais & Wilson, 2005; Mazzocconi et al., 2020; Panksepp, 2000). Thus, collectively 
enjoying the misfortunes of an outgroup and showing dominance towards that group may lead 
members to feel even more identified with their group and willing to act on behalf of the group. 
If the groups are involved in direct competition when this occurs, the increases in group cohesion 
brought about by engaging in schadenfreude expressions may result in tangible group benefits, 
such as enhanced performance and cooperation abilities.

Although this chapter is focused on the intragroup level, it is important to remember that 
intragroup processes are influenced by the relationship of one’s group to another. A person’s 
perceptions of their own group members can be affected by how outsiders respond to them. In my 
laboratory, we investigated such effects using artificial groups where participants were assigned to 
be a red or blue team member. They individually viewed a series of misfortune scenarios involving 
other red and blue team members in one experiment. Participants were also shown how other 
ostensible participants had responded to each misfortune scenario. Participants who became the 
target of intergroup schadenfreude saw outgroup members continually smiling at their ingroup 
members’ misfortunes. Participants who did not become the target of intergroup schadenfreude 
also saw others smiling at misfortunes; however, these were not systematically from or directed 
to either group. Implicit measures of participants’ affect were obtained using facial EMG, as 
detecting schadenfreude can be difficult through explicit measures (Cikara & Fiske, 2012). We 
recorded facial muscle activity from the zygomaticus major (cheek muscle) and orbicularis oculi 
(lower eyelid). Both muscles are involved in expressions of positive affect, particularly at more 
intense levels, but activation of orbicularis oculi doesn’t always accompany zygomaticus activity.

Across two studies, and in line with predictions, participants who became the target of 
schadenfreude retaliated by demonstrating greater smiling responses (zygomaticus major 
activity) toward outgroup misfortunes compared to ingroup misfortunes. Given the speed of these 
responses (less than one second), these smiling responses suggest an implicit expression of retali-
atory schadenfreude to the misfortunes of outgroup members. These preliminary findings build 
upon the work of Szameitat et al. (2009), who found that schadenfreude laughter was perceived 
as high in arousal and dominance, and, therefore, may function to assert dominance in a less hos-
tile manner. We speculate that repeatedly being subjected to others’ schadenfreude responses to 
the ingroup may cause a person to feel negative about their own group. Retaliatory schadenfreude 
may therefore function to reassert feelings of dominance about one’s ingroup and the person thus 
disparages the outgroup in return. Thus, at the intragroup level, although it may be morally rep-
rehensible to display glee at others’ pains and losses, this collective schadenfreude may increase 
group solidarity and strengthen the group overall. Studies are underway in our laboratory to inves-
tigate further such ingroup dynamics in retaliatory schadenfreude. For example, we are interested 
in whether expressing retaliatory schadenfreude increases group identification across time.
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Implications of moral emotions for people in groups

As I have indicated in Figure 16.1, moral group responses have effects on how we perceive the 
members of our group, including processes that increase group cohesion (e.g., during retaliatory 
schadenfreude) and others that reduce it (e.g., collective guilt). These emotional responses, whether 
learned or not, can also dictate if we will include stigmatized others in our circle. Judging others 
as morally disgusting, for example, seems comparatively easy to overcome, once we might learn 
that a person’s plight is beyond their control. More importantly, however, the ability to expand or 
contract our group memberships will also have downstream effects on our ability to have empathy 
for others outside our group.

Our capacity to empathize— to share and understand the emotions of others— is a crucial com-
ponent of human sociality. However, one’s emotional response to the suffering or misfortune of 
another person also appears strongly dependent on the groups— social, cultural, racial, political, 
or otherwise— to which we belong (Eres & Molenberghs, 2013). As such, issues of morality also 
come into play that determine our emotions. From an early age, we may have been taught that 
some members of society, such as homeless or obese people, have deviated from social norms of 
conduct and thus deserve our disgust and subsequent dehumanization. Others remind us of our col-
lective guilt in the way members of our ingroup have treated them, whether in the past or present. 
Still, others may laugh at our misfortunes as we thus feel an urge to retaliate, not with kindness, 
but with retaliatory schadenfreude that builds up those who are already in our group and further 
alienates us from those who are not. Such moral responses do not bode well for a more accepting 
society, as people readily demonstrate increased empathy towards their own groups and attenuated 
empathy for members of the outgroup (Vanman, 2016).

Emotional responses to people in groups have played a critical role in understanding prejudice. 
Using a media campaign to change beliefs about others (e.g., “immigrants create more jobs than 
they destroy”) will be ineffective if people are still considered a threat based on their other defining 
characteristics. People appear to have developed a “behavioral immune system,” prompting 
avoidance of potentially harmful objects. This system is thought to be hypersensitive, erring on 
the side of false positives rather than false negatives (Schaller & Neuberg, 2008). Thus, automatic 
emotional responses are not deterred by changes in people’s beliefs about others. It is notable, in 
this context, that the most effective approaches for reducing prejudice towards a range of different 
human outgroups have been to induce empathy (a positive intergroup emotion) in perceivers 
(Cuddy et al., 2007; Vanman, 2016). Moreover, reminding people about their ingroup members’ 
role in committing transgressions to others may also serve to repair long- damaged relationships.
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Abstract

In this chapter, we focus on the role of moral emotions in intergroup contexts. Specifically, we 
address the question which members of advantaged groups will engage in collective actions to 
challenge the unequal intergroup configuration (question 1) and how are such actions by poten-
tial allies perceived by members of disadvantaged groups (question 2)? Among members of 
advantaged groups, we distinguish between prideful identifiers (associated with pride), power- 
cognizant identifiers (related to guilt/ shame) and weakly identifiers (linked to neutrality), and argue 
that power- cognizant identifiers are most likely to engage in collective actions for disadvantaged 
groups. Such potential allies are most likely accepted by members of disadvantaged groups when 
they display an altruistic motivation (making them being trusted), show a high level of awareness 
of power dynamics (that creates hope), and, finally, offer autonomy- oriented help (related to 
feelings of empowerment and being respected). Future directions and practical implications are 
presented.

 • In intergroup context, group members experience moral emotions when a particular intergroup 
inequality is made salient.

 • When members of advantaged groups experience group- based guilt due to their awareness 
of the illegitimacy of the intergroup power dynamics, they are more likely to challenge the 
intergroup inequality.

 • Members of disadvantaged groups are more likely to trust and accept potential allies from 
advantaged groups to the extent that these allies appear to hold altruistic motivations for chal-
lenging the intergroup inequality.

 • Examining both the level and content of in- group identification creates a more complex, but 
fuller picture of offering and acceptance of challenges to the intergroup inequality.
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Introduction

This chapter focuses on the role of moral emotions in intergroup relations. Oftentimes, group 
members experience these moral emotions when a particular intergroup inequality is made salient. 
For example, when the issue of slavery is made salient, descendants of enslaved people might 
experience group- based moral outrage, while descendants of slave holders might experience 
group- based shame. A central argument in our chapter, however, is that not all group members will 
appraise contexts of intergroup inequality in the same manner. Consequently, we aim to under-
stand the differences in the experience of moral emotions in contexts of intergroup inequality.

In the next Section, we describe three types of emotional and behavioral orientations to 
intergroup inequality by both disadvantaged and advantaged group members. Then, we focus 
on the emotions and motivations by members of advantaged group members to challenge the 
intergroup inequality, and to become a potential ally in the fight against inequality. In the sub-
sequent Section, we focus on the emotional, attitudinal and behavioral reactions by members of 
disadvantaged groups to such potential allies. We then describe the main controversies, unre-
solved questions and future directions. In the final section, we describe practical implications of 
our analysis.

We use the example of Black Lives Matter to specify our aims. According to a PEW research 
center survey in the US in September 2021, the Black Lives Matter movement is supported by 
83% of Black Americans (Horowitz, 2021), likely driven by moral outrage. There is more diver-
sity in support among White adults in the US: the percentage of support (47%) is about the same 
as (or slightly lower than) the percentage of those who do not support the movement (53%).

The divergent stand points to BLM is an example illustrating that not every member of an 
advantaged group reacts in the same manner to intergroup inequalities. In this chapter, we aim to 
address the following questions related to this issue: How can we explain this diversity in reactions 
to (past or present) intergroup inequalities by members of advantaged groups? Why do some 
members of advantaged groups join actions to challenge the intergroup inequality that might be 
perceived as going against the interest of their own group? Which moral emotions play a role here? 
In addition, we aim to examine the reception of these potential allies. Specifically, how do members 
of disadvantaged groups perceive these potential allies? Are they welcomed wholeheartedly as 
genuine allies? Or might they be perceived with some suspicion about their motives of supporting 
the disadvantaged group’s cause? Again, we examine the role of moral emotions in this context.

Three types of emotional and behavioral orientations to intergroup inequality 
by disadvantaged and advantaged group members

Before diving into the answers to these questions, we aim to present the broader context in which 
we place them. Specifically, we propose three types of emotional, attitudinal and behavioral 
orientations to intergroup inequality by members of disadvantaged and advantaged groups. We 
aim to specify which moral emotions, attitudes and behavioral reactions are associated with the 
three orientations in a context of intergroup inequality, as described in Figure 17.1.

First, for prideful members of advantaged groups, we argue that the most dominant emotions  
are (obviously) pride towards the in- group but also fear of losing group status. These members  
are motivated to defend the inequality, for example by negating the historical path that might be  
associated with their advantaged position (see next section for a more extensive argument of the  
role of history in the appraisals of intergroup inequality). Second, and most relevant for the current  
chapter, a power- cognizant orientation among members of an advantaged group is characterized  
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by the experience of group- based guilt and shame. Guilt and shame as moral emotions make them  
likely to critically appreciate the historical dimension of the intergroup inequality by connecting  
the dots between current out- group disadvantage and historical oppression. In addition, they are  
likely to challenge the intergroup inequality, arguably at the expense of their own group’s position. 
The most dominant associated behaviors include reparations or support for more structural  
changes in the intergroup configuration. As such, they are more prone to become allies in the  
fight against inequality. Third, we distinguish a weakly identified orientation, which is associated  
with emotional detachment to the intergroup inequality, distancing that is analogue to their low  
ingroup identification as advantaged group members. Such in- group detachment underpins a more  
individual- focused psychological orientation, which enables meritocratic attitudes in tandem with  
glossing over group- based aspects of intergroup inequality such as its history.

In the remainder of this chapter, we address two questions: (1) Which emotions are associated 
with the likelihood that members of advantaged groups challenge the intergroup inequality (even 
at the expense of the in- group’s position)? (2) How do members of disadvantaged groups respond 
emotionally to such potential allies? Together, the answers to these questions provide insight into 
the most fruitful manners in which members of disadvantaged and advantaged group may work 
together to reduce intergroup inequality.

Which emotions are associated with the likelihood for members of 
advantaged group to challenge the intergroup inequality?

In this section, we address the first central question, namely: which emotions are associated with 
the likelihood for members of advantaged groups to challenge the intergroup inequality? We use 
the three different orientations to examine which emotions, attitudes and actions are most likely to 
be present among such members.

In their review, Radke et al. (2020) specify four motivations of members of an advantaged 
group to challenge the intergroup inequality: (1) out- group focused motivation (associated with 
low in- group identification), (2) in- group focused motivation (associated with high in- group 

Figure 17.1  Orientations, emotions, attitudes and behavior.
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identification), (3) personal motivation (associated with high personal identification), and (4) mor-
ality motivation (associated with high superordinate group identification, e.g., humanity). In 
our work (Cáceres et al., 2022), building on Radke et al., we further have specified different 
types of orientations based on a combination of both level and content of identification among 
advantaged group members in the context of Dutch racial and ethnic intergroup relationships. In 
the Netherlands, white people typically hold the advantaged group position being the heirs of the 
colonial quests undertaken since the 16th century by the Dutch empire. In contrast, non- white 
Dutch people are often descendants of colonized people (e.g., with Antillean, Surinamese, and 
Indonesian backgrounds), but not always (e.g., Dutch people with a Moroccan and Turkish back-
ground have never been colonized by the Dutch).

In our framework, we argue that moral emotions play an important role. Thus, we discuss 
the three different forms of identification among white people and how they are related to 
emotions and attitudes regarding group- based inequality. Subsequently, we relate these three 
identity types to color- blindness literature as contemporaneous repertoire towards racial and 
ethnic inequality.

Advantaged group members’ identity forms and their association with 
emotions and attitudes towards intergroup inequality

As indicated, we argue that both level and content of identification are relevant to distinguish iden-
tity forms among members of advantaged groups. First, we argue that feelings of pride coupled 
with relatively high ingroup identification in their ethnic heritage will be associated with prideful 
orientation, which is characterized by a denial or defense of intergroup inequality. For them, being 
Dutch describes their ethnic identity. In contrast, some white people are likely to experience nega-
tive emotions such as group- based guilt and shame when thinking about intergroup inequality 
and still holding a relatively high ingroup identification. They are power- cognizant people, which 
means that they are aware of the power dynamics in their society. They recognize their ethnic/ 
racial group membership (Goren & Plaut, 2012), and refer to themselves in those identity terms 
(i.e., “I am a white Dutch person”). Finally, we argue that a weakly identified white identity will be 
related to a more muted and neutral emotional state regarding group- based intergroup inequality. 
They may opt for a color- blind perspective. Their low in- group attachment as advantaged group 
members allows them to not fully accept a critical historical appreciation of intergroup inequality 
in comparison to power- cognizants. At the same time, they do not feel the need to defend their in- 
group’s position as much as prideful people tend to do. Interestingly, in terms of describing their 
ethnic identity, they use the Dutch word “blank” instead of “wit”, because they associate blank 
with positive traits such as cleanliness and transparence, whereas they associate wit only with their 
skin- color. In this sense, lower identification among advantaged group members was associated to 
group- distancing strategies aimed to prevent the threat of being perceived as racially and ethnic-
ally marked and thereby privileged (Knowles et al., 2014).

Relations to color- blindness versus color- cognizance

Furthermore, these three identity forms can be mapped into contemporaneous attitudinal 
repertoires towards racial inequalities, namely color- blindness and color- cognizance (or color- 
consciousness). Color- blindness as intergroup outlook stresses that race and skin color should not 
influence people’s lives, abhorring the effects that group membership might have on social life 
(Leslie et al., 2020). As a result, individuals tend to be emphasized at expense of their group- based 
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features for the sake of inclusivity (Knowles et al., 2009; Neville et al., 2013). This intergroup 
process is underpinned by two interrelated forms of evasion: color- evasion and power- evasion. 
Color- evasion emphasizes sameness, rejecting the idea of white racial superiority but also evading 
the difference made by race and ethnicity in social life. Power evasion circumvents the acknow-
ledgement of intergroup power imbalances (Awad & Jackson, 2016). In this way, color- blindness 
tends to obscure the marks of group- based inequalities among disadvantaged group members but 
also the signs of group- based privilege among the advantaged ones.

In terms of our three identity forms, a weakly white identity should correspond with both color 
and power- evasion: they tend to not see color as a consequence of their own ingroup detachment. 
Such an outlook allows them to get rid of the burden of acknowledging their advantaged identity in 
tandem with the historical roots of their privilege and outgroups’ disadvantage. As a consequence, 
group- based features such as emotions are deemed as bias, ending up in muting moral emotions. 
Instead, allegedly neutral meritocratic attitudes may be upheld that allocates dignity and worth to 
individuals instead of groups. They advocate a color- blind perspective.

Prideful identity, on the other hand, is expected to be especially related to a high level of power- 
evasion: they defend or deny the power dynamics by means of ingroup pride as moral emotion. In 
contrast to weak identifiers, their prideful and high in- group identification would not allow them 
to evade color to the extent in which weak identifiers do.

Finally, we argue that power- cognizant identity form should be associated with color- 
cognizance: they are prone to see color and acknowledge the role of it in society in terms of power 
dynamics in accordance with their ingroup identity configuration as advantaged group members. 
They are the ones that aim to challenge the imbalance in intergroup status by engaging in col-
lective actions in support of the disadvantaged group

To conclude, we illustrate in Figure 17.1 how the above mentioned psychological features are 
related. In explaining the reason why some members of advantaged groups engage in collective 
action aimed at improving the disadvantaged group’s position, we argue it is important to distin-
guish among three advantaged forms of identity. Some of the highly identified members of an 
advantaged group are likely to experience pride due to their group’s position and they are likely 
to defend or deny the intergroup inequality. Weakly identified people might mute their moral 
emotions, disassociating from their group and circumventing the group- based dynamics of advan-
tage and disadvantage. Finally, power- cognizant people, also highly identified group members, are 
more prone to experience group- based guilt and shame by accepting the illegitimately received 
historical advantages, and aim to challenge the imbalance in intergroup status by engaging in col-
lective actions to support the disadvantaged group.

Even when individual members of advantaged groups embrace these three interrelated psy-
chological features of high ingroup privilege acknowledgment, historical acknowledgment of 
intergroup inequality, and color- cognizance, will that always work? In the next section, we outline 
how members of disadvantaged groups may experience such efforts of members of advantaged 
groups to challenge the intergroup inequality. When will they be perceived as trustworthy allies 
and when as a “devil in disguise”? And which emotions play a role here?

How do members of disadvantaged groups perceive members of advantaged 
groups who aim to challenge the intergroup inequality?

In the previous section, we have examined the likelihood of members of advantaged groups to  
engage in actions on behalf of the disadvantaged group. In this section, we focus on the second  
central question of this chapter, namely how do members of disadvantaged groups perceive  
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members of advantaged group that aim to challenge inequality? Will they be perceived as “allies”  
or as “disguised enemies” (as they are members of the advantaged out- group)? And what is the  
role of emotions in this context?

We argue that, again, emotions play an important role in this context. In general, members of 
disadvantaged groups are expected to avoid the experience of feelings of dependence or infer-
iority. On the other hand, feelings of hope for a better future and trust of such out- group members’ 
allyship might be ignited among disadvantaged group members, which would predict acceptance 
of such challenges to inequality by members of advantaged groups. More specifically, we claim 
that important appraisals of the intergroup context are associated with specific emotions, which 
are related to behavior in terms of acceptance vs. rejection of potential allies and of welcomed 
joint collective action (see Figure 17.2). After introducing the topic more broadly, we will dis-
cuss three appraisals that we argue will predict emotions and subsequent behavior in terms of 
acceptance: Altruistic motivation and trust, awareness of power dynamics and hope and autonomy- 
oriented help and empowerment.

Further introduction

As argued in the Introduction, collective action to reduce intergroup inequality is often performed 
by individuals who are targets of discrimination but not exclusively. BlackLivesMatter and 
HeForShe are just some of many examples where advantaged group members joined the social 
movement (hereby “allies”). Such allyship can instigate different reactions. On the one hand, 
it is often perceived quite positively, because it is seen as benevolent and instrumental. Indeed, 
when allies join a movement, the cause and the movement become more accepted by the majority 
society, influence public opinion more positively, and therefore more likely lead to social change 
(Kutlaca et al., 2022).

On the other hand, there are many conditions in allyship that could negatively affect 
disadvantaged group’s motivation and effectiveness of allyship. For example, positive intergroup 
contact can demobilize the disadvantaged group; their distinct group identity can be compromised 

Figure 17.2  Appraisal, emotions, behavior.
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in the process of establishing a common identity with allies; and allies may dominate or take over 
the movement while being unaware of their own privileges (Droogendyk et al., 2016). Such crit-
ical effects are often voiced by disadvantaged group activists.

Indeed, a study conducted among African- Americans in US and Palestinians in Israel- Palestine, 
respectively, showed that “joint collective action” (action performed together with allies) poses a 
dilemma for the disadvantaged group between its instrumentality and its potential to normalize 
power relations between the groups (for example, by derailing the issue— Hasan- Aslih et al., 
2022). Thus, disadvantaged group members see strategic benefits to joint action, but they are also 
concerned with potential co- option of the movement, which decreases their overall openness to 
allies.

Meanwhile other studies indicate less conditional acceptance of challenge to inequality from 
allies. For example, refugees not only considered “autonomy- oriented challenge to inequality” 
(which offers inequality- recipients the tools to challenge inequality themselves) as relatively 
helpful in achieving social change— they also evaluated “dependency- oriented challenge to 
inequality” (which gives the recipients the full solution to a problem) as positive (Becker et al., 
2019). Furthermore, in another study conducted among African- Americans in the US and women 
in Germany, disadvantaged group participants evaluated an advantaged group ally who confronted 
prejudice more positively, or at least equally well as an in- group member who confronted preju-
dice (Kutlaca et al., 2020).

Thus, there seems to be an inconsistency in the literature about the reception of allyship. We 
argue and discuss how these differences in reactions are likely to be explained by the conditions 
present in given contexts.

Perceived motivation of allies and trust

One such condition is the (perceived) motivation of allies (see Figure 17.2). To what extent does 
the observed act in that context hold personal cost or risks to the ally, or moreover, personal 
benefits? Indeed, activists sometimes feel that allies show solidarity for egoistic reasons, such as 
bolstering their self- image, gaining social belonging to an “activist” group, or relinquishing in- 
group responsibility (Droogendyk et al., 2016)— and advantaged group allies sometimes indeed 
hold such motivations (e.g., Knowles et al., 2014; Radke et al., 2020). For example, women were 
less likely to accept a man’s (compared to a woman’s) help, because they attributed less empathy 
and altruistic motives to the man vs. the woman (Borinca et al., 2020). Thus, the perceived cost- 
benefit signals allies’ egoistic– altruistic motivation. While appraisal of egoistic motivation would 
elicit feelings of distrust, disadvantaged group members would attribute altruistic reasons to allies 
given that their actions involve high personal costs and low personal benefit. These altruistic 
appraisals would elicit feelings of trust in allies and in turn increase acceptance of allyship.

Awareness of power dynamics and hope

Beyond evaluations of cost- benefit, another condition that can determine perceived motivation 
is perceived awareness of power dynamics (see Figure 17.2). The more allies communicate 
genuine understanding and acknowledgement of power inequality, the more selfless their action 
is perceived (Iyer & Achia, 2021), likely because that awareness provides a selfless explanation 
and more structural understanding for their help in challenging to inequality. This aspect is crit-
ical to disentangle allyship behavior led by weakly identified advantaged group members from 
power- cognizant ones, whose relatively higher in- group identification among the latter precludes 
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individualistic understanding of inequality that is more prevalent among the formers. Moreover, 
when allies who are social justice organization leaders (which otherwise is demobilizing for the 
disadvantaged group) communicate awareness of inequality, it increases disadvantaged group’s 
hope in that leadership and increases their willingness for joint action (Iyer & Achia, 2021). In 
contrast, when disadvantaged group members appraise low level of power awareness in allies, 
they would likely experience disappointment in and despair for allyship. Therefore perceived 
awareness of power dynamics can instill hope for improvement in the intergroup situation, and in 
turn increases acceptance of allyship.

Autonomy-  versus dependency- oriented help, feeling respected and 
empowerment

However, even given perceived selfless motivation, there is still concern on how allies treat 
disadvantaged group within the movement. For example, allies may behave paternalistically 
and make them feel inferior. Certainly, disadvantaged group activists have voiced concern that 
allies can act as “saviors” (“White savior complex”; Droogendyk et al., 2016). In the previously 
mentioned study with refugees, the majority of Germans’ paternalistic beliefs were positively 
related to offering dependency- oriented challenge to inequality and negatively related to offering 
autonomy- oriented challenge to inequality, and the latter was also driven by perceived high com-
petence of refugees (Becker et al., 2019). While refugees might have perceived both forms of 
challenges as selfless, sensing paternalism could partially explain why they were more favorable 
to autonomy- oriented than dependency- oriented help to challenge inequality.

Considering these findings and often voiced concern about allies dominating the movement 
(Droogendyk et al., 2016), we argue that another key factor that would affect openness to allyship 
is type of help to challenge to inequality offered by the ally and corresponding sense of pater-
nalism. While autonomy- oriented challenge to inequality would elicit feelings of empowerment 
and feeling respected, dependency- oriented challenge to inequality may elicit a sense of inferiority 
and feeling disrespected.

As an initial investigation of the factors that affect openness to allyship, we interviewed Roma 
activists (N= 6) in Hungary (which will be followed up with a survey research). In semi- structured 
interviews, we asked about their experiences with allies from the majority society. The main 
concerns that were raised and that mitigate openness to allyship are in line with our assumptions. 
Specifically, allies were perceived as tending to (a) reap personal benefits of allyship (e.g., advan-
cing their career or boosting self- image), (b) to be less aware of the severity of Roma people’s 
disadvantage and less willing to acknowledge their own personal privileges, (c) prefer to provide 
dependency- oriented help (vs. autonomy) and (d) tend to dominate or take over the movement. 
These are concerns that all are associated with less trust in allies and less hope in improvement of 
the situation of Roma people in society.

Interestingly, while all activists interviewed have reoccurring negative experiences with pater-
nalism, it does not necessarily affect their acceptance of allyship. They explained that their group 
is so marginalized in society that even paternalistic challenges to inequality may be welcomed, 
especially because Roma people do not have the resources (time and energy) to engage in col-
lective action.

To summarize, we argue that the extent to which potential allies from advantaged groups and 
joint action will be welcomed (or not) by members of disadvantaged groups depends on appraisals 
and associated emotions. First, a potential ally perceived as highly altruistically motivated will be 
highly trusted and accepted. Second, when allies are perceived as highly aware of the intergroup 
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power dynamics, they are relatively likely to instigate hope and be accepted. Finally, when the 
help is appraised as autonomy- oriented, this is associated with feelings of being respected and 
empowerment, which makes acceptance relatively likely. Overall, it is important to investigate 
disadvantaged group’s perceptions, because it can provide insight and guide for allies in their com-
munication and attitude in joint collective action efforts.

Controversies, unresolved questions and future directions

Having discussed how some members of advantaged group may be motivated to engage in col-
lective action aimed at improving the position of the disadvantaged group and how such actions 
may be perceived by members of disadvantaged groups, we identify three interesting unresolved 
questions. The first question is: Does it make sense to consider both level and content of in- group 
identification? Are they always separate entities or not? We believe that our work shows that it 
is crucial to integrate level and content of in- group identification to better predict group- based 
emotions in unequal intergroup contexts among advantaged group members. Future work could 
fruitfully explore the interaction between level and content of in- group identification in explaining 
group- based emotions such as anger or moral outrage by members of disadvantaged groups in 
unequal intergroup settings. For example, do highly identified members of disadvantaged group 
with a high power- cognizant identity form experience group- based anger most strongly?

A second question that is unresolved: Are perceptions of intergroup inequality relatively fixed 
or is it possible to manipulate these? Which manipulations seem most promising, also in the long 
run? There is evidence that presenting large- scale data to illustrate inequality might work better 
than presenting a single strong case of inequality to change people’s perceptions of inequality 
(Callaghan et al., 2021). We argue that in order to manipulate such perceptions, one needs to 
carefully balance the need to feel positive about one’s group and the willingness to acknowledge 
that intergroup inequality is indeed present and needs to be addressed. In this context, furthering 
knowledge about power- cognizance among advantaged group members is crucial. How to convey 
intergroup power imbalances and the group- based differences that signal such inequality as a 
source of intergroup appreciation circumventing the temptation of group- blindness?

A third and final unresolved question is how allies’ challenge to inequality and beneficiaries’ 
reaction to such behavior by allies might interact with each other. For example, how might meta- 
perceptions (how do the beneficiaries perceive me, my intentions?) motivate allies? To give a spe-
cific example: What happens when potential allies think that members of the disadvantaged groups 
think: “Oh, they are only in it to make them feel proud of themselves”? Does that make potential 
allies act in a more modest manner than they would have done under other circumstances (e.g., 
downplaying their potential impact in the public debate)? Alternatively, it could be possible that 
allyship by influential members of advantaged groups might stimulate members of disadvantaged 
groups to experience hope and enthusiasm, to “get up and stand up”, because they can envision 
social change.

Practical implications

In this chapter, we have offered insights into which people from advantaged groups under 
what conditions will be motivated to engage in collective actions on behalf of disadvantaged 
groups. In addition, we have tackled the question about the reception of such help to challenge 
inequality: Under what conditions is such help to challenge inequality welcomed by members of 
disadvantaged groups?
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When we combine the insights we gained by addressing these questions, we can formulate 
practical implications. First of all, in order to avoid misunderstanding and disappointment, it is 
important to take into account an interactive perspective in which members of both disadvantaged 
and advantaged groups are encouraged to address and acknowledge each other’s needs and 
expectations quite openly. From our analysis, it seems that the members of advantaged groups 
that are most likely to engage in collective action, because they are aware of the intergroup power 
dynamics and their positionality, precisely are the ones that are most likely to be accepted by 
members of the disadvantages groups. But this power- awareness has to be discussed openly first 
rather than to be taken for granted. Second, engagement in joint collective action may work best if 
people are willing and motivated to take each other’s perspective. This means for a member of an 
advantaged group to carefully listen to and act upon the point of view of the disadvantaged group 
(and not to dominate the discussion). For members of disadvantaged groups, perspective taking 
might imply trying to really understand the motivation of a person from an advantaged group, 
without automatically assuming self- serving motivations of this person. Only then, in the spirit of 
true collective action that harnesses the most from the virtuous effects of both advantaged group 
members and disadvantaged group members joining social struggles, it might be possible to over-
come the potential hurdles of such a joint venture.
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BEHAVIOURAL ETHICS

A retrospective reflection and prospective 
prescription

Ann E. Tenbrunsel

As an entering doctoral student at the Kellogg Graduate School of Management in the fall of 1991, 
I was intrigued by the questions that were being asked (and answered) by the faculty, particularly 
by Max Bazerman and Maggie Neale who would eventually become two of my advisors. Their 
research focused on why people made suboptimal decisions as measured by a rationality bench-
mark, particularly in the negotiation context. This fascinated me but I found myself interested in 
a slightly different question, namely why do people make submoral decisions? Or as I said then, 
“Why do good people behave badly and not realize that they are doing so?” It’s a question that 
seems obvious now and, is evidenced by this handbook, a topic that is voluminous enough to gen-
erate significant research. But in 1991, the idea that a faculty member in business school would do 
research on ethics was completely foreign, and I am forever grateful to my dissertation advisor, 
Max Bazerman, and my committee advisors, Dave Messick, Maggie Neale and Dawn Iacobucci, 
for encouraging me to pursue my interests as strange as they seemed at the time. Linda Trevino of 
course had blazed the way almost a decade earlier by studying the role of individual variables and 
culture on ethical and unethical behaviour (Trevino, 1986). My interests took a slightly different 
tact, pursuing the impact of cognitive and decision- making processes on unethical behaviour, and 
later on, the influence of the context on those processes. While there was a curiosity in the topic, 
the path was a rocky one with one well- known researcher commenting after a job talk, “This is 
interesting but what are you going to study when this is no longer a fad?” and faculty from another 
well- known university stating, “We love your research but we just don’t know what to do with it 
in a business school.” I was thankful that a few schools could see the light and that Notre Dame 
has never been anything but supportive as I have pursued this topic.

The field of course has blossomed since those early days and it was a joy to see that happen. 
Countless new insights have been identified, too many to detail here (and apologies in advance 
for not citing papers I should have and citing some of my own papers out of ease). But let me 
focus on a few that were particularly exciting and relevant to me, beginning with research at the 
individual level. I am of course partial to decision frames (insert smiley emoji here), or the way 
in which a decision is categorized into sub- types (i.e., business decision, ethics decision, finance 
decision, legal decision), and their explanatory value in predicting ethical fading and unethical 
behaviour (Tenbrunsel & Messick, 1999; Kern & Chugh, 2009; Rees et al., 2021). Beyond the 
fact that it was something I worked on in collaboration with the late and beloved Dave Messick, it 
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applied Goffman’s work on framing (1974) to the field of ethics, and in doing so, helps to explain 
the variability in individual responses to a contextual stimulus in a moral context. There have been 
many other exciting developments at the individual level, including but not limited to, founda-
tional work on moral identity (Aquino & Reed, 2002), moral character (Cohen et al., 2014), moral 
disengagement (Moore, 2015), moral emotions (Haidt, 2003; Tangney et al., 2007) and moral 
foundations (Graham et al., 2012). One of the studies on intrapersonal processes I talk about most 
when presenting my research is that done by Woodzicka and LaFrance (2001), who provide a com-
pelling example of forecasting errors, demonstrating that women overpredict the extent to which 
they would stand up to sexually harassing questions in an interview. This and other findings on the 
same phenomenon suggest, among other things, that training focused on hypothetical predictions 
may leave individuals ill- prepared to face ethical dilemmas.

Research has also looked beyond the individual decision maker, examining the impact of others 
on our own unethical behaviour. This research has identified numerous effects, from those not 
only above us in the organizational hierarchy (Mayer et al., 2012) but also those below us (Ahmad 
et al., 2020) and those around us (John et al., 2014). Given the importance ascribed to observers 
of unethical behaviour for reducing destructive actions, work on motivated blindness has been 
particularly crucial. Gino and Bazerman (2009), for example, demonstrated this is more likely 
to occur when the unethical behaviour of others is gradual. The practical import of this research 
is significant, particularly in the accounting industry where the dangers of motivated blindness 
have been voiced for decades (Bazerman et al., 1997), and for understanding the prevalence of 
sexual harassment and the contributing role of inaction by observers and institutions (Tenbrunsel 
et al., 2019).

Aggregating up a level to the organization, there have been numerous investigating how struc-
tural features of the organization impact unethical behaviour, including the role of organizational 
culture and climate (Trevino et al., 1998; Tenbrunsel et al., 2003) and the impact of reward systems 
(Jansen & Von Glinow, 1985; Schweitzer et al., 2004; Welsh & Ordonez, 2014) and sanctions 
(Tenbrunsel & Messick, 1999; Balliet et al., 2011). An examination at the organizational level also 
introduces hierarchy and sources of power, which have in turn been linked to unethical and eth-
ical behaviour (see Lammers et al., 2015 for a review). Two papers that I think about and mention 
quite frequently in class and with corporate audiences address the interaction of individual and 
corporate influences. Desai et al. (2014) provide a compelling demonstration of gender bias in the 
workplace as a function of marital status outside of the organization, demonstrating that men in 
traditional marriages have less positive views of women in the workplace and are more likely to 
prevent advancement of qualified women. Particularly compelling is the finding that single men 
who marry women who are not employed become less positive about women in the workplace than 
they were before they were married, which helps eliminate any confounds with partner selection 
and attitudes. The impact of political ideologies on a firm’s corporate social responsibility (CSR) 
is also significant. Unveiled in research conducted by Chin et al. (2013), results demonstrated that 
liberal CEOs were more likely to support CSR, even during times of low performance. In doing 
so, this research highlights the organizational implications of a relatively new but understudied 
executive attribute.

There have also been exciting methodological developments over the last few decades that 
have expanded our insights into moral behaviour. Advances in neuroscience have enabled con-
firmation of empirical claims, particularly those made by researchers in the cognitive arena who 
often have to make assumptions about the “black box.” Greene et al. (2004), for example, argued 
that different cortices (different areas of the brain) were dominant in moral decisions involving 
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emotional versus cognitive processes. This type of research was particularly comforting to those 
speculating on the two- selves problems in ethical decisions (Schelling, 1984), supporting theor-
etical arguments on the “want self” and “should self” that we made in the earlier work on behav-
ioural ethics (Bazerman et al., 1998) and, truth be told, making us feel less crazy for proposing this. 
Methodologically, the push to move beyond laboratory and survey- based methods and incorporate 
field research is critical if, as noted below, the field is to rise to the challenge of producing relevant 
research (Larkin et al., 2021).

Examining the path forward, it is essential that behavioural ethics research is increasing rele-
vant. There are several paths that we can and should take to ensure this occurs. First, it is important 
that the field continues to expand the list of relevant, dependent variables that are examined. Lying 
and misrepresentation have been the primary dependent variables of choice of such research given 
the clear- cut connection to unethical behaviour. While it is critical to mitigate these actions, it is 
also important to continue to expand the list of behaviours that are studied in order to increase 
the impact of the field. Fulmer, Barry and Long (2009), for example, highlight the importance 
of moving beyond informational deception to also incorporate emotional deception. O’Leary- 
Kelly and Bowes- Sperry (2001) have long argued for sexual harassment to be seen as an eth-
ical issue, a proposition that was recently re- visited from a behavioural ethics lens (Tenbrunsel 
et al., 2019). Moral values have been linked to vaccine hesitancy (Amin et al., 2017), which has 
been identified as a moral issue given the designation of vaccines as a common good (Borges & 
Dos Santos, 2021). Economic inequality, central in public policy, has recently been linked to an 
increase in the acceptance of others’ unethical behaviour (To et al., 2021). Knocking down the 
boundaries between work and non- work will also be fruitful in creating new paths for behavioural 
ethicists. Hardin et al. (2020) found, for example, that displaying family photos reduces financial 
transgressions.

Perhaps one of the more exciting and critical issues facing the field of behavioural ethics 
revolves around technology. Increasingly part of the workplace (Standage, 2016; Stone et al., 
2016), significant attention is given to the impact of AI on ethical behaviour (Agrawal et al., 2017; 
Dignum, 2018). The range of issues to be studied is vast. Perhaps one of the most pressing issue is 
whether behavioural ethics, and its focus on unintentional behaviour (Bazerman & Gino, 2012), is 
applicable to AI- made decisions, given that all decisions made by an AI could be argued to be inten-
tional. Additionally, the burden of codifying ethics rests on the shoulders of AI system developers, 
and it has been argued that, because they tend to be most familiar with consequentialists theories, 
they will be more likely to use them in designing AI decision making structures (Yu et al., 2018). 
Thus, researchers in the behavioural ethics domain should explore how intrapersonal attributes 
affect the programming of an AI’s ethical decision- making process, particularly given that this 
impact could be long- lasting and ill- understood. Attention should also be directed to whether the 
notion of “blind spots” apply to AI- based decisions. Can AI fall prey to slippery slope behav-
iour, such that it accepts incremental deviations from ethical behaviour which increase over time? 
Conversely, does AI “balance out” its ethical decisions, engaging in a form of moral licensing that 
produces an ethical- unethical repeat pattern of behaviour?

Technology also introduces exciting methodological possibilities that can offer realism, 
allowing not only for the study of new mediators but also an opportunity to study contexts in which 
it is difficult to get field data. Virtual reality (VR) technology, for example, can overcome the 
limitations of written scenarios and other typical methodologies, with sexual harassment research 
being one of those most likely to benefit (Zyda, 2005). Additionally, VR has been used to study 
bystander empathy, and, in doing so, it is argued to be a good compromise between the control 
offered by experiments and the ecological validity of field studies (Kozlov and Johansen, 2010).
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As excited as I was to begin research in what is now known as behavioural ethics, I am even 
more inspired looking at the field it has become and the field it can be. Fortunately, we have moved 
beyond the need to justify this field of study. It is now time to continue to pursue relevant, rigorous 
science that makes a marked difference for organizations and society.
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THE INTRAPERSONAL LEVEL

From feelings to moral actions— a working 
memory model of emotional influences on 

people’s own moral behaviours

Lotte F. van Dillen

Abstract

People’s moral choices and actions are greatly influenced by their emotional states and 
dispositions. Whereas these influences have typically been described as automatic and invol-
untary, here I will argue that they rely on general- purpose working memory mechanisms and 
are therefore restricted by capacity limitations. I will discuss a variety of empirical findings that 
illustrate this point across both positive and negative emotional influences, and for various moral 
behaviours. The findings show that when cognitive load increases— due to a competing task— 
emotional processing in working memory decreases, and as a result, influences moral choices 
and actions. Additionally, these findings emphasize the importance of individual differences 
in working memory functioning, such as attentional control skills, that allow for more flexible 
regulation of emotional influences on behaviour. I will end my overview with some unresolved 
questions and practical implications.

 • Whether a person’s moral behaviour is affected by the emotions they experience, depends on 
their mental capacity.

 • Working memory functions as a central hub for affective processing and behavioural 
regulation.

 • Working memory load can decrease both the effects of negative emotions on punitive moral 
behaviour, as well as the effects of positive emotions on prosocial moral behaviour.

 • Future research might reveal conditions under which feelings benefit or undermine moral 
behaviour, and how working memory resources can thus be strategically employed.

Introduction

It is now well established in psychological science that people’s own moral behaviour is shaped  
by emotions or affective processes more broadly. As noted in Ellemers et al. (2019, p.335) an  
important principle that connects different theoretical perspectives on human morality is ‘the  
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realization that this involves deliberate thoughts and ideals about right and wrong, as well as  
behavioural realities and emotional experiences people have…’. This realization, although preva-
lent for some time in the philosophical tradition, gained momentum in experimental psychology  
following Haidt’s influential paper ‘The emotional dog and its rational tail’ (Haidt, 2001) that  
pointed towards the emotional basis of moral intuitions about for instance harm and care. This  
paper led to a surge in research aimed at identifying which specific emotions lead to which specific 
moral tendencies but also whether certain affective dispositions shape people’s behavioural  
choices and decisions in the moral domain in certain ways.

This chapter will not focus on the specifics of the various emotion effects but rather on the 
strong emphasis that theoretical models have typically placed on the automatic nature of emo-
tional influences on people’s own moral behaviour (i.e. Haidt, 2001; Paxton & Greene, 2010), and 
the idea that, once aroused, the impact of emotions is difficult to constrain (although emotions 
can both inform and result from more deliberate thinking; e.g., Cushman, 2013). Here, I propose 
that whereas emotional responses indeed typically arise quickly and effortlessly (Bradley, 2009), 
and commonly influence people’s moral behaviour outside awareness (Haidt, 2001), these need 
not always shape people’s behavioural choices and decisions in the moral domain. This, I argue, 
depends on people’s mental capacity to processes emotional information. To illustrate this point, 
I will elaborate on a previously developed theoretical framework (depicted in Figure 19.1.; Van 
Dillen & Koole, 2007; Hofmann & Van Dillen, 2012; Van Dillen & Hofmann, 2023). This frame-
work identifies working memory as a central hub for affective processing and for the regulation 
of affective influences on people’s choices and actions. Whereas the original framework is aimed 
at explaining these influences across various behavioural domains, here, I focus on how it can be 
applied to the moral domain.

Figure 19.1  Working memory as a central hub for affective processing and for the regulation of affective 
influences on people’s moral choices and actions. People’s emotional states and dispositions 
shape their moral choices and actions, in so far as these are elaborated upon in working memory. 
When cognitive load of a competing task increases, emotional processing in working memory 
decreases, and as a result, it influences moral choices and actions. Individual differences in 
working memory functioning, such as attentional control skills, allow for more flexible regula-
tion of such emotional influences.
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Working memory as a central hub for affective processing

The human working memory system is often described as a system for integrating and manipu-
lating different information inputs as to generate a coherent (behavioural) output in line with 
the current task context (D’Esposito & Postle, 2015). It has been well established that working 
memory capacity is limited (Miller, 1956), such that when cognitive load increases, processing 
of certain information is prioritized at the cost of other information. This prioritization typically 
occurs in accordance with our focal goals (Knudsen, 2007). A compelling illustration of this notion 
is the finding that when asked to perform complex mental calculations, people tend to focus their 
gaze upwards or even close their eyes, as to minimize potentially disruptive visual input (Glenberg 
et al., 1998).

Over the past few decades, evidence has accumulated that affective processing is bounded 
by the same general principles of cognition as any type of information processing (e.g., Erber & 
Tesser, 1992; Hur, Iordan, Dolcos, & Berenbaum, 2017; Barley, Bauer, Wilson, & MacNamara, 
2021; Van Dillen & Koole, 2007). Erber and Tesser (1992) were among the first to systematically 
explore capacity constraints on affective processing. They showed that negative moods decreased 
due to increasing task load, a phenomenon which they labelled ‘task absorption’. In a first experi-
ment, they found that participants reported less intense negative moods in response to an emotion-
ally arousing film clip when they subsequently solved complex rather than simple math equations 
for ten minutes. In a second experiment, they observed similar absorption effects for participants 
who were told that investing effort in the math task was instrumental for their performance (rather 
than unrelated). Hence, the more effort participants invested in the math task, the more their per-
formance neutralized the previously induced negative mood.

The findings described above suggest that task- related and affective information compete 
over the same limited working memory resources (Van Dillen & Koole, 2007). Due to its high 
motivational relevance, affective information is typically prioritized (Bradley, 2009), and may 
accordingly impact people’s mental states and behaviour when working memory demands of 
other activities are low. After all, the capacity to screen the environment quickly and effectively 
for potential threats and incentives has high adaptive value (Bradley, 2009). However, when a 
focal task demands more mental resources, for example, because of its high complexity, fewer 
resources will be available for processing affective information (Knudsen, 2007). Indeed, a 
large body of evidence now supports this notion across various types of negative and positive 
affective stimuli, such as faces (Van Dillen & Derks, 2012), visual scenes (Barley et al. 2021; 
Cohen, Moyal, & Henik, 2015), pain stimuli (Buhle & Wager, 2010), and even pleasant and 
aversive tastes and smells (Hoffmann- Hensel et al., 2017; Liang et al., 2018). The suppressive 
effects have also been demonstrated for a diverse range of working memory tasks, such as 
memorizing digits or characters (Van der Wal & Van Dillen, 2013), playing demanding visuo-
spatial games like Tetris (Gummerum et al., 2016), or performing complex arithmetic (Erber & 
Tesser, 1992).

The idea that affective processing and cognitive function engage an overlapping set of 
domain- general, capacity- limited mental resources has been corroborated by neuropsycho-
logical research. Under more demanding task conditions, such studies observed an inverse coup-
ling between neural responses in affect- related brain networks on the one hand, and networks 
involved in working memory on the other hand. Typically, affective brain responses were 
down- regulated whereas working memory- related activity was upregulated when task demands 
increased (Buhle & Wager, 2010; Erk, Kleczar, & Walter, 2007; Van Dillen, Heslenfeld & 
Koole, 2009; Van Dillen & Van Steenbergen, 2018), although the reverse pattern has also been 
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observed, for example when, orthogonally, the intensity of affective stimulation was increased 
(Buhle & Wager, 2010).

From feelings to moral actions: a brief overview of state and dispositional 
emotional influences on moral behaviour

As already noted, both state and dispositional emotional influences on people’s own moral behav-
iour have been widely documented in recent years. Disgust and anger have been found to drive 
people’s rejection and punishment of others’ moral transgressions (Harle & Sanfey, 2007; Moretti 
& di Pellegrino, 2010), whereas other- praising emotions such as gratitude and elevation have 
typically been observed to facilitate people’s prosocial behaviour and caring responses (Algoe & 
Haidt, 2009).

Feelings of disgust motivate the rejection of people violating our key values (Rozin, Haidt, 
& McCauley, 2000), even when these feelings are irrelevant for the judgment at hand (e.g., 
Schnall et al., 2008). And more grateful individuals express greater moral outrage about harms 
perpetrated against others (Keefer et al., 2020). Feelings of disgust (Moretti & di Pellegrino, 2010) 
and sad moods (Harle & Sanfey; 2007) also increase the tendency to reject unfair offers in an 
ultimatum game (where the recipient can only accept or reject), compared to happy or neutral 
moods. Interestingly, third- party punishment of unfair distributions is increased in individuals 
experiencing anger (Gummerum et al., 2016) compassion (Pfattheicher, Sassenrath & Keller, 
2019) and gratitude (Vayness, Duong, & DeSteno, 2020). Insights from these experimental games 
suggest that a variety of both positive and negative emotions shape people’s responses to fairness 
violations by others, even when they themselves are not affected, and even when their response 
incurs personal costs, pointing again to emotions’ powerful reach.

Much like emotional states, emotional dispositions have been found to shape moral behav-
iour in distinct ways. A large body of studies has demonstrated a positive association between 
dispositional disgust sensitivity and rejective tendencies towards moral transgressions (see also 
Harris & Mungur, this volume; Schnall, this volume). The emotion specificity or domain depend-
ence of such dispositional effects is still under debate (e.g., Landy & Piazza, 2019; Van Leeuwen 
et al., 2017). However, most important for this analysis, the overall association between greater 
negative affective sensitivity and harsher moral condemnations has been firmly established. 
Moreover, emotional dispositions have been linked to sensitivity to moral rejection. For instance, 
eye tracking research showed that greater trait social anxiety is associated with greater selective 
avoidance of facial cues of social rejection, in particular after one’s moral identity has been 
threatened (Van Dillen et al., 2017). Similarly, individual differences in negative and positive 
affectivity (e.g., trait anger, disgust, and sympathy) have been differently associated with more 
utilitarian versus deontological moral preferences (Baron, Gürçay, & Luce, 2018). Trait gratitude 
(Ma, Tunney, & Ferguson, 2017), moreover, has consistently been associated with prosociality— 
in particular, in social situations with salient reciprocity norms.

In sum, and as depicted in the first box of Figure 19.1, a rich collection of findings suggest that 
both context- specific emotional states as well as more dispositional emotional tendencies shape 
people’s own moral behaviour. Emotions shape people’s moral choices and actions, even when 
they bear no relevance to the actual situation, illustrating their potent reach. However, like any 
type of information, the effects of emotional information on our choices and actions are restrained 
by the boundaries of working memory functioning, as I will propose next.
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Working memory constrains of emotional influences on moral behaviour

Several extensions of earlier work on emotional influences on moral behaviour have shown that 
when people’s working memory capacity is taxed by a demanding task, both stimulus- induced 
and dispositional emotion influences on moral behaviour are suppressed (Van Dillen et al, 2012; 
Wang et al., 2011; Gummerum et al., 2016). This has been demonstrated for a variety of distracter 
tasks that induce cognitive load. For instance, performing a cognitively engaging— yet neutral—  
writing task (e.g., about the layout of the local post office, or a double decker driving down the 
streets) decreased the displacement of anger, and the associated aggressive behaviour, in response 
to an initial provocation (Bushman et al., 2005). Similarly, playing Tetris for three minutes 
following an autobiographical anger induction, reduced participants’ decisions to punish others 
for their unfair distributions in an economic game— to levels compared to people in a neutral state 
(Gummerum et al., 2016; see also: Wang et al. 2011). Furthermore, in a series of three studies in 
which incidental disgust resulted in harsher rejections of moral transgressions compared to a neu-
tral affective state, this effect greatly diminished following a similar three- minute Tetris interven-
tion (Van Dillen et al, 2012).

Findings further showed that individual differences in attentional control, an important 
working memory- related skill (Derryberry, 2002), mediated the positive relation between 
participants’ disgust intensity and the severity of their moral rejections— but only in the absence 
of the Tetris intervention. That is, cognitive load induced by playing Tetris overruled these indi-
vidual differences: When instructed to focus on their feelings in the absence of external demands, 
participants with strong attentional control reported equally intense disgust, and judged the moral 
transgression equally severe, as participants with weak attentional control. This suggests that 
people with strong attentional control skills are not merely inhibiting any disgust feelings but can 
more flexibly tune emotional processing up or down depending on what the specific task calls for 
(see Figure 19.1).

Likewise, a number of findings have demonstrated that emotional reactions to the suffering 
of others, and subsequent helping behaviour, are suppressed when people’s working memory is 
taxed. In one experiment, cognitive load was varied through a digit span task, while participants 
were exposed to sounds of infant crying (or a neutral tone). Results showed that high compared to 
low cognitive load reduced empathic responses and caregiving intentions in response to the crying 
(Hiraoka & Nomura, 2016). Neuroimaging findings have corroborated these results, showing that 
high cognitive load generically suppresses neural responses to others in pain as well as associated 
helping behaviour (Gu & Han, 2007; Rameson, Morelli, & Lieberman, 2012). In a neuroimaging 
experiment on empathy for pain (Gu & Han, 2007), for example, participants watched pictures 
or cartoons of hands that were in painful or neutral positions while they either estimated the pain 
intensity felt by the model or counted the number of hands in the stimulus displays. Rating the 
pain intensity of painful pictures and cartoons increased activation in the ‘pain matrix’ of the brain. 
But when subjects merely counted the number of hands in the painful stimuli, activation in the 
pain matrix was eliminated. To explain their findings, the authors argued that counting relies more 
on ‘cool’ cognitive processes, for which performance does not depend on accurately assessing 
someone’s pain (or may even suffer from empathic responses to others’ distress taking up limited 
resources).

In another study (Meiring et al., 2014), participants performed a highly or mildly demanding 
counting task while viewing content- matched short film clips of both a member of their racial 
ingroup and a member of their racial outgroup who described a distressing experience. While 
viewing the film clips, participants’ cardiovascular reactivity and empathic responses were 

 

 

 

 

 

 

  

 

 



208

Lotte F. van Dillen

assessed. The researchers found no evidence of differential empathic responding due to racial 
group membership of the target. Instead, they found that high concurrent working memory load 
attenuated participants’ physiological responses to the suffering of the target and decreased their 
willingness to volunteer help, irrespective of the target’s group membership. These findings thus 
further support the idea that demanding mental conditions ‘crowd out’ empathic (behavioural) 
tendencies.

Taken together, and as depicted in Figure 19.1, the above discussed findings suggest that at 
the intrapersonal level of moral behaviour, working memory processes play a central role in the 
regulation of emotional influences on people’s moral choices and actions. Theoretical models 
have typically strongly emphasized the automatic and inflexible nature of emotional influences 
on people’s moral behaviour (i.e. Haidt, 2001; Paxton & Greene, 2010), and the idea that, once 
aroused, the impact of emotions is difficult to constrain. Yet, the above- discussed findings show 
that taxing people’s working memory resources with a focal task, down- regulates the influence 
of both negative and positive emotions on their moral choices and actions. This in turn weakens 
both punitive as well as prosocial moral tendencies. Such working memory influences seem 
‘blind’ to the desirability of particular moral behaviours, or whether these involve the harm 
or care domain. Rather, they reflect a generic characteristic of our human cognitive architec-
ture, namely how, for better or for worse, it deals with the limits on our information processing 
capacity. In the absence of demanding task conditions, findings have demonstrated that emo-
tional processing, and subsequent influences on moral behaviours, can be both up-  and down- 
regulated, the success of which depends on working memory- related individual differences such 
as attentional control skills.

Unresolved questions, and practical implications of a working memory model

The working memory model discussed before proposes that blocking one’s mental capacity with 
a demanding task may ‘neutralize’ emotional influences on moral behaviour, which is highly 
relevant for decision- making contexts in which these influences are unwarranted, such as in cer-
tain professional contexts. For example, both incidental disgust and trait disgust sensitivity have 
been found to result in harsher punitive decisions, in particular in response to gruesome crimes, 
by both lay people and legal professionals (Van Dillen & Vanderveen, 2017). When confronted 
with arousing evidence during a criminal investigation or the subsequent trial, police officers, 
judges or juries may be offered a cool- off period that involves neutral distractions (such as Tetris) 
before they make important decisions to prevent emotional bias of their assessments and decisions. 
Likewise, when one’s profession involves the intentional infliction of harm (as in surgery), 
affective responses should be kept to a minimum as not to interfere with task performance (Decety, 
Yang, Cheng, 2010). More generally, people may strategically implement cognitive distractions to 
temper excessive emotional reactions (Sheppes et al., 2014) in order (or in an attempt) to regulate 
their behaviour.

Yet, we’ve also seen how taxing working memory suppresses emotional influences on posi-
tive moral behaviour, such as prosocial tendencies, and empathic responses. Thus, other moral 
behavioural contexts, for example in the care domain, may call for minimal interference from 
competing task demands. When the just- described police officer reaches out to a crime victim, or 
the surgeon is about to meet with a patient, they may want to limit any distractions as to maximize 
rapport and sensitivity to their interaction partner’s emotional needs (Fennern & Sur, 2022). On 
this note, a number of findings suggest that the suppressive effects of cognitive load seem to be 
weaker for individuals scoring high on trait empathy (Rameson et al., 2012; Hiraoka & Nomura, 
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2016). In one study, in which participants judged the intensity of the emotion when looking at 
facial expressions (empathize group), or with an additional eight- digit memory task (cognitive 
load group), it was found that perspective- taking and empathic concern were positively related 
to pain, fear, and happiness ratings within the cognitive load group (Meiring et al., 2014). These 
results reveal that high dispositional empathic concern and perspective- taking abilities could 
allow individuals to override the suppressive effects of cognitive load on empathy. Perhaps, for 
these individuals, empathic responses and perspective taking have become more habitual and, 
hence, less dependent on working memory resources (Rameson et al., 2012; Bajouk & Hansenne, 
2019). However, it is also possible that highly empathic individuals were better able to focus their 
attention on the target’s distress, in the presence of the concurrent memory task. Interestingly, 
a recent study has documented a positive relation between empathy and the capacity to main-
tain information about biological movements inworking memory (Gao et al., 2016), indicating 
that highly empathic individuals may be better able to process social information in conditions 
that tax their working memory capacity. Likewise, neuropsychological findings showed that the 
more effective engagement of the frontoparietal working memory network— during a cognitively 
demanding task— correlated positively with self- reported empathy scores (Xin & Lei, 2015). 
Future research could examine the role of individual differences in working memory capacity and 
their association with empathy more systematically.

Whereas the short- term effects of taxing working memory on affective processing have been 
compellingly demonstrated, little is known about the long- term impact of distraction- based strat-
egies that tax working memory. Some research points to more shallow information processing, and 
accordingly, memory impairments (Kron et al., 2010; Sheppes & Meiran, 2008). Because taxing 
working memory leaves the source of emotions unchanged, emotional reactions to more stable prob-
lematic situations could rebound once people no longer engage in distraction. Such affective pro-
cessing costs may prevent important moral intuitions from informing people’s decisions, whereas 
poor integration of affective experiences in moral contexts may thwart the development of more 
fine- grained moral identities and growth (Gummerum et al., 2020; Lefebvre, & Krettenauer, 2019; 
Pohling et al., 2018). This reasoning aligns well with recent theorizing that suggests that typical 
cognitive load tasks that tax working memory capacity, might inhibit processes of self- reflection, 
mental state attribution, or imagination (Jenkins, 2019). An important question for future research 
thus is when our feelings should inform our moral behaviours and when they shouldn’t, and how 
we can strategically employ our working memory resources to that effect.
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THE INTERPERSONAL LEVEL
Affirming transgressors’ morality as a strategy 

to promote apologies and interpersonal 
reconciliation— the promise and potential pitfalls

Nurit Shnabel

Abstract

Individuals who harm others (i.e., transgressors) experience threat to their moral identity, which 
they often try to defend through moral disengagement (e.g., by denying their culpability). 
Optimistically, the needs- based model of reconciliation suggests that restoration of transgressors’ 
moral identity can reduce their defensiveness and increase their readiness for reconciliation. Several 
studies supported this possibility, revealing that morally accepting messages from their victims, 
as well as self- affirmation exercises through which transgressors affirmed their morality and the 
values breached by the transgression, increased their tendency to offer genuine, non- defensive 
apologies and invest effort in reconciliation. In contrast, however, morally accepting messages 
by third parties are associated with transgressors’ lower willingness to reconcile. Further research 
is needed to identify the conditions under which moral affirmation might lead to such ‘moral 
licensing’ effects, rather than to increased reconciliatory behavior. Understanding the effects of 
moral affirmation is practically important for structuring effective restorative justice procedures.

 • When a person harms someone else, the threat to the transgressors’ moral identity hinders their 
readiness to apologize to the victim.

 • Restoring transgressors’ moral identity increases their readiness to apologize and reconcile with 
their victims.

 • Morality restoration can be achieved through transgressors’ self- affirmation of their morality or 
through morally accepting messages from their victims.

 • Morally accepting messages by third parties, however, lead to moral licensing effects.
 • Further research is needed to identify the conditions under which moral affirmation leads to 

prosocial, conciliatory vs. antisocial, licensing effects.

Introduction

Humans are a social animal (e.g., Dunbar, 2009), and conflict and transgressions are an inevitable 
part of social life. To enjoy the evolutionary benefits of sociality, humans, like other social pri-
mates (Silk, 2002), have evolved mechanisms for restoring valuable relationships in the aftermath 
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of conflict (McCullough et al., 2013). In the seminal book Mea culpa: A sociology of apology 
and reconciliation sociologist Nicholas Tavuchis (1991) argues that apologies constitute the main 
mechanism to achieve this goal of harmony restoration, and that using them can dramatically 
transform the relations between former adversaries. Nevertheless, perpetrators of interpersonal 
transgressions often refrain from apologizing to their victim (Schumann, 2018).

Why is this the case, and what can be done about it? In the present chapter I will discuss the 
threat to transgressors’ moral identity as an obstacle to apologies and reconciliation and focus on 
moral affirmation as a means to increase transgressors’ readiness to apologize, compensate, and 
reconcile with their victims. Because research on moral affirmation is still in its early stages, I will 
also discuss the several unresolved issues that need to be studied in future research and explain 
why studying them has important practical implications.

Obstacles to apology and reconciliation

Interpersonal transgressions almost by definition involve transgressors’ violation of moral 
imperatives, such as fairness, loyalty, or prevention of harm. Such moral failures may occur 
because the transgressors hold low concern for the victims and the relationship with them, which 
is also a common reason for their reluctance to apologize (Schumann, 2018). However, even when 
transgressors do care about their victims, they may refrain from apologizing because they view 
their acts as justified or at least excusable under the circumstances (Schönbach, 1990). Indeed, 
there is a systematic ‘magnitude gap’ (a term coined by Baumeister et al., 1990) between victims 
and transgressors’ estimations of the immorality of the transgression and the severity of its 
consequences, which led Baumeister (1997) to conclude that “evil is in the eye of the beholder.” 
This may explain the counterintuitive finding that transgressors feel greater guilt for harm caused 
by unintentional rather than intentional acts (Schönbach, 1990)— although it is intentional rather 
than unintentional acts that meet the conditions for attribution of blame (controllability, fore-
seeability, and intentionality; Shaver, 1985). Whereas the unintentional harm transgressors have 
caused may catch them with their guards down, intentional acts— which were processed and 
thought about in advance— are more likely to be perceived by the transgressors as justified and 
acceptable under the circumstances. Nevertheless, even if the transgressors believe their acts to be 
justified, knowing that the victims (and possibly others in their moral community) perceive their 
behavior as immoral poses a threat to transgressors’ identity.

Research on the ‘Big Two’ in social psychology (see Abele et al., 2021) suggests that individ-
uals’ and groups’ identities are perceived and judged along two fundamental dimensions: a ‘ver-
tical’ dimension, representing traits such as agency and competence that are crucial for ‘getting 
ahead,’ and a ‘horizontal’ dimension, representing traits such as sociability and morality that 
are crucial for ‘getting along.’ According to the needs- based model of reconciliation (Shnabel 
& Nadler, 2008) transgressors experience threat to the ‘horizontal’ dimension of their identity 
(whereas their victims experience threat to the ‘vertical’ dimension). Because people generally 
wish to maintain their positive identity (Steele, 1988), and because those who violate the moral 
standards of their community face the risk of social rejection (Tavuchis, 1991), transgressors 
experience a heightened need to restore their positive moral identity.

How can this need be addressed? One way through which transgressors can restore their moral 
identity is apologizing to the victims and receiving their forgiveness. Theorizing on forgiveness 
has likened it to a ‘gift’ that victims grant to those who have offended them (Enright et al., 1998), 
which mitigates the moral inferiority engendered by the role of transgressor and reassures that 
the transgressors belong to the moral community to which their membership was questioned 
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(Exline & Baumeister, 2000). The problem with apologies, however, is that they are risky. This is 
because rather than reciprocating with forgiveness the victim might use the apology, which serves 
as an acknowledgment of the transgressor’s ‘moral debt’ to the victim (Minow, 1998), to further 
reproach the transgressor. Therefore, despite the common view of apologizing as a moral impera-
tive (Benziman, 2009) and evidence for its effectiveness in promoting reconciliation (Schumann, 
2018), transgressors often avoid taking this risk. They choose, instead, to defend their moral 
identity through moral disengagement, such as denying their culpability or minimizing the harm 
caused by the transgression (Bandura, 1999).

Optimistically, however, the needs- based model of reconciliation puts forward the hypothesis 
that addressing transgressors’ need to restore their moral identity may increase their readiness to 
take the risk involved in apologizing and increase their reconciliation efforts. In the next section 
I will review the research that supports this hypothesis.

Addressing transgressors’ need for positive moral identity can open them to 
apology and reconciliation

The hypothesis that satisfying transgressors’ need for moral acceptance can open them to rec-
onciliation was first put into an empirical test in a series of experiments using diverse methods, 
including transgressions ‘orchestrated’ in the lab, recollection of real- life transgressions, and role- 
playing scenarios (see Shnabel & Nadler, 2008). For the present chapter’s purposes, I will briefly 
present the findings of the large- scale registered replication of one study in this series (Baranski 
et al., 2020), which was conducted as part of the Many Labs 5 project (Ebersole et al., 2020).

Participants in this replication study (N =  2,738) were undergraduates of seven American uni-
versities and one European university. They read a vignette about a recently unemployed college 
student who, upon returning from a two- week family visit, learns that their roommate found a 
new roommate who could commit to paying the next year’s rent, and therefore the college student 
had to move out. Participants were randomly assigned either to the victim condition, in which 
they imagined themselves in the shoes of the roommate who had to leave the apartment, or to the 
transgressor condition, in which they imagined themselves in shoes of the roommate who stayed 
in the apartment.

Note that we intentionally chose a vignette that does not reflect vicious or inexcusable 
behavior: The transgressors can justify their behavior by claiming that staying with a roommate 
who cannot commit to pay the rent might get them in trouble. This choice stemmed from our the-
oretical stance that purely ‘evil,’ unjustifiable behavior (such as having sex with a friend’s fiancé, 
as in a vignette used in previous research by Gonzales et al., 1992) is rare, and our wish to use 
a vignette that simulates real- life transgressions. Indeed, this particular vignette was developed 
based on a pilot study in which US undergraduates wrote about a transgression experienced in 
their own lives.

After the assignment to social roles (victims or transgressors), participants completed self- 
reported measures of their sense of agency, moral image, need for empowerment (wish to have 
greater control over the situation), need for moral acceptance (e.g., wish that the other roommate 
would perceive them as a moral person), and willingness to reconcile with their roommate. Next, 
participants received the second part of the vignette. It described a class on interpersonal dynamics, 
taken one week after the conflict, which both roommates attended and in which participants 
provided each other with feedback about their intellectual competencies and interpersonal skills. 
In the ‘empowerment’ condition the roommate was said to give the participant highly positive 
feedback about their intellectual competencies, whereas in the ‘moral acceptance’ condition the 
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roommate was said to give the participant highly positive feedback about their interpersonal skills 
(e.g., warmth and niceness). Then, participants completed once again the measures of their sense 
of agency, moral image, and willingness to reconcile with their roommate.

The results for participants assigned to the transgressor condition1 revealed that in the first 
(‘before’) measurement they reported a lower moral image and a higher need for moral acceptance 
as compared to participants in the victim condition. Participants in the transgressor condition also 
reported a higher willingness to reconcile than participants in the victim condition, consistent 
with Baumeister’s (1997) observation that transgressors find it easier to ‘move on’ than victims. 
Comparing the ‘before’ and ‘after’ measurements revealed that the moral acceptance (but not 
the empowerment) message improved transgressors’ moral image. Moreover, the change in 
transgressors’ willingness to reconcile was higher in the moral acceptance than in the empower-
ment condition, such that ultimately transgressors’ willingness to reconcile was higher following 
the receipt of a morally accepting as compared to an empowering message from their victims. 
These findings suggest that restoring transgressors’ moral identity through an appropriate message 
from the victim can increase their goodwill towards the victim— even in comparison to a message 
that is highly positive in tone yet does not directly refer to their moral identity.

Further empirical support for the positive effect of restoring transgressors’ moral identity on 
their goodwill towards their victims was provided by research conducted within the framework 
of self- affirmation theory (Steele, 1988). According to this theory, behavioral or cognitive events 
that bolster the perceived integrity of the self (i.e., the person’s overall image as adequate) can 
protect individuals from psychological threats encountered in their environment. Self- affirmation 
interventions, which commonly involve short writing exercises (typically instructing participants 
to write about their most important value; McQueen & Klein, 2006), have been consistently found 
to reduce individuals’ defensive responses to psychological threats (for a review see Cohen & 
Sherman, 2014). For example, writing about their important values reduced smokers’ defensive-
ness in response to threatening health- related information (Crocker et al., 2008).

Applying this logic to the context of interpersonal transgressions, Schumann (2014) hypothesized 
that transgressors tend to offer their victim defensive, unsatisfying apologies because an apology 
inherently associates the transgressors with their wrongful behavior, thus further endangering their 
already shaken sense of being a good person. If so, then self- affirmation exercises may reassure 
the transgressors that they are ‘good people’ and improve the quality of the apologies they offer 
to their victim. To test this hypothesis, Schumann (2014) instructed participants to think about 
something that they had done that offended or hurt somebody else, and then write down what 
they would say to that person had he or she been there right now. As expected, affirmed (vs. 
non- affirmed) participants wrote messages that included fewer defensive strategies (excuses, 
justifications, victim blaming, and minimization of the harm) and more genuinely apologetic elem-
ents (expressions of remorse, responsibility taking, offer of repair, promise of forbearance, and 
request for forgiveness). The effect persisted even when controlling for mood, thus allowing to 
rule out positive mood as an alternative explanation.

A remaining question, however, was whether the positive effect of self- affirmation on 
transgressors’ conciliatory messages indeed stemmed from the restoration of their moral identity 
or whether it was driven by their enhanced sense of connectedness due to the reassurance of their 
social bonds. The latter possibility is consistent with findings that when completing self- affirmation 
exercises participants typically write about their sense of belonging to significant others (such as 
friends and family members, Shnabel et al., 2013) and that sense of belonging may serve as a 
‘symbolic shield’ that helps people cope with psychological threats (Mikulincer & Shaver, 2007). 
Indeed, both morality and belonging can be viewed as components of the ‘horizontal dimension’ 
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of the ‘Big Two,’ representing one’s communion and getting along with others (Abele et al., 2021). 
Nevertheless, the restoration of one’s moral identity vs. one’s sense of belonging and connect-
edness to significant others can be viewed as representing two distinct avenues for encouraging 
reconciliation.

To distinguish between these two avenues, Woodyatt and Wenzel (2014) compared between 
different types of self- affirmation exercises. Participants in Woodyatt and Wenzel’s research 
had committed an interpersonal transgression a couple of days prior to study participation. They 
were then assigned to different affirmation conditions: In the morality affirmation condition, 
participants affirmed the value violated by the transgression by explaining why they felt this value 
was important to them and describing a time in the past in which they had behaved consistently 
with this value. In the two other affirmation conditions, participants affirmed either their sense 
of belonging (by writing about a time in which they felt loved or accepted), or a value that was 
important to them yet unrelated to the transgression. There was also control, no- affirmation con-
dition in which participants wrote about the activities they were going to complete that day. The 
results revealed that, compared to the other experimental conditions, affirming the value violated 
by transgression led participants to process their feelings of shame, rather than leaving it unre-
solved. Processing their shame led, in turn, to genuine self- forgiveness; namely, transgressors’ 
effortful act of processing their wrongdoing, as compared to pseudo, defensive self- forgiveness 
characterized by simple lack of self- condemnation. Genuine self- forgiveness, in turn, increased 
participants’ trust that they would behave better in the future as well as their readiness to reconcile 
with their victim one week following the affirmation.

Notably, these results diverge from previous findings on self- affirmation interventions, in 
which threats to one’s identity and self- worth in one domain were effectively removed through 
the affirmation of one’s identity and self- worth in other domains (Cohen & Sherman, 2014). 
For example, Black students’ affirmation of their sense of belonging (representing the ‘getting 
along’ dimension of their identity) buffered them against the impairment to academic perform-
ance (representing the ‘getting ahead’ dimension of their identity) resulting from stereotype threat 
(the fear of confirming the negative stereotype about their group’s intelligence) (Shnabel et al., 
2013). Woodyatt and Wenzel (2014) explain this discrepancy by arguing that in the traditional self- 
affirmation research, self- affirmation exercises are used to encourage perseverance in the face of 
negative feedback (e.g., about one’s academic performance). Yet “moral failure is not about poor 
performance at a valued task or activity” (p. 132), because one’s moral identity is intimately linked 
to their feeling as worthy and adequate (moreso than performance in academic tasks, for example). 
This argument underlines that morality is the most important dimension in people’s identity (see 
Leach et al., 2007), which makes it unique and non- fungible in nature.

Taken together, Baranski et al.’s (2020), Schumann’s (2014) and Woodyatt and Wenzel’s (2014) 
findings are all consistent with the notion that ‘what goes on between people, cannot be separated 
from what is going on within people’ (Gopin, 2004): Transgressors need to feel good about them-
selves, that is, perceive themselves as good and moral people in order to be kind and moral towards 
their victims.

Unresolved issues concerning the positive effect of restoring transgressors’ 
moral identity

The research reviewed so far has demonstrated that the restoration of transgressors’ moral identity 
either through morally accepting messages from the victim, or through self- affirmation exercises 
(especially if focused on the values breached by the transgression), increases transgressors’ 
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genuinely conciliatory tendencies towards their victims. Research on identity restoration through 
messages conveyed by third parties, however, revealed a more complex picture. In this research 
(Shnabel et al., 2014, Study 2), participants read a vignette about an employee who took a two- 
week leave from work due to maternity leave or military reserve duty.2 Upon returning to the 
office, the employee learned that a colleague who temporarily filled their position was ultimately 
promoted to their job, whereas they themselves were demoted. Participants assigned to the victim 
role were asked to imagine themselves as the demoted employee, and participants assigned to the 
transgressor role— as the promoted employee.

After the assignment to roles, participants were randomly assigned to three experimental  
conditions. In the control/ no- message condition, the vignette ended at this point. In the two  
‘message source’ conditions, the vignette continued to describe a subsequent staff meeting in  
which employees gave each other feedback. Transgressors assigned to the ‘other party’ condition  
read that the victim praised their interpersonal skills (e.g., mentioned incidents in which they were  
considerate of others at the workplace). For transgressors in the ‘third party’ condition, the same  
message was said to be conveyed by a colleague who was not involved in the conflict.3 Finally,  
participants completed a set of measures including moral image in the eyes of the victim, moral  
image in the eyes of the third party (the colleague not involved in the conflict), trust in the victim,  
and willingness for reconciliation. While a detailed review of the results is beyond the scope of the  
present chapter, Figure 20.1 presents the findings most relevant to the current discussion:

Figure 20.1  Main findings of mediation analysis: A morally accepting message from the victim restored 
transgressors’ moral image in the eyes of the victim and trust in the victim, which was associated 
with the transgressor being more willing to reconcile (upper part of the figure). A morally 
accepting message from an uninvolved third party restored transgressors’ moral image in the 
eyes of the third party, which was associated with the transgressor being less willing to recon-
cile (lower part of the figure).
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The results revealed that a morally accepting message from the victim restored transgressors’ 
trust in the victim (i.e., belief in the victim’s good intentions) and moral image in the victim’s eyes 
(but not in the eyes of the third party). Both trust in the victim and moral image in the eyes of the 
victim were associated with transgressors’ greater readiness for reconciliation. In contrast, a mor-
ally accepting message from a third party failed to affect transgressors’ trust in the victim or moral 
image in the victim’s eyes. It did restore transgressors’ moral image in the eyes of the third party, 
yet such restoration was negatively associated with transgressors’ readiness for reconciliation. This 
result points to the potentially adverse effect on reconciliation of morality restoration interventions 
by third parties. From a broader perspective, it suggests that there are boundary conditions to the 
positive effect on reconciliation of affirming and restoring transgressors’ moral identity.

Future research directions

An intriguing and important avenue for future research is to identify the conditions under which 
morality restoration effectively promotes transgressors’ conciliatory tendencies, as well as the 
conditions under which it might hinder them. This may be achieved by integrating the assumptions 
of the needs- based model with the literature on moral licensing effects (e.g., Merritt et al., 2010), 
which shows that people’s belief that they are good and moral people sometimes frees them to 
behave selfishly or immorally. The logic of this literature can explain the abovementioned finding 
that a morally accepting message from a third party was associated with transgressors’ lower 
readiness to reconcile (Shnabel et al., 2014; Study 2). Possibly, the praise to their interpersonal 
skills by the third party provided the transgressors with ‘moral credits’— by reassuring that their 
bad behavior toward the victim was balanced out by their other, positive behaviors, or with ‘moral 
credentials’— by establishing their ‘accreditations’ as “good people” (see Monin & Miller, 2001).

A possible account for the discrepancy between the prosocial effects of morality affirmation 
reported in the reconciliation literature (except for Shnabel et al., 2014) and the antisocial effects 
reported moral licensing literature is that the effect of moral affirmation depends on the saliency 
of a threat to transgressors’ moral identity. Perhaps transgressors show more conciliatory ten-
dencies when both the threat to and the affirmation of their moral identity become salient at the 
same time. This could be the case, for example, when the victims themselves convey the mor-
ally reassuring message (as found by Baranski et al., 2020), or when transgressors write about 
why, despite the fact that they violated it, they do adhere to the value breached by the transgres-
sion (as found by Woodyatt & Wenzel, 2014). In contrast, when the affirmation occurs while the 
threat to transgressors’ identity is not salient, for example, when the morally reassuring message is 
conveyed by a third- party who was not involved in the conflict (as found by Shnabel et al., 2014), 
it might lead to more defensive, non- conciliatory responses.

Indeed, in the studies reported in the moral licensing literature, the moral affirmation is typic-
ally not directly linked to the immoral or unethical behavior. To illustrate, participants may believe 
that they complete a series of unrelated experiments, while in fact the first ‘experiment’ constitutes 
the experimental manipulation (e.g., a writing task through which they affirm their moral identity) 
and the last ‘experiment’ constitutes the measurement of (im)moral behavior (e.g., defection in 
a commons dilemma; Sachdeva et al., 2009). While theoretically plausible, the possibility that 
the effect of moral affirmation depends on the saliency of a moral threat awaits direct empirical 
verification.

Notably, however, one of the difficulties that hinders the empirical testing of this theoret-
ical account (or, in fact, other hypotheses about transgressors’ moral behavior) is that assigning 
participants to the role of transgressors in lab experiments, which is the most preferred method 
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in social psychological research, is tricky. While the victim’s role is passive and therefore easy to 
produce in the lab (e.g., by having participants being mistreated by a confederate), the transgressor’s 
role is active and therefore harder to orchestrate— as it paradoxically requires leading participants 
to transgress against others, yet making them do so on their own volition.

Classic paradigms that successfully lead most participants to transgress against other people, 
such as the “teacher- student” paradigm (Milgram, 1974), are ethically questionable. Recall of real- 
life transgressions has the advantage of participants’ high degree of psychological involvement, 
yet the conclusions might be limited to past conflicts that have already been thought about and 
processed, and standardization is compromised because the transgressions recalled by participants 
vary in terms of severity, foreseeability, and elapsed time since the event. Vignette studies allow 
control and standardization, but compromise external validity because participants respond to 
imagined scenarios rather than to real- life events, and the dependent variables are assessed through 
self- reports rather than based on participants’ actual behavior. Avoiding reliance on self- reports is 
possible through using behavioral economic games; however, this often necessitates focusing only 
on those participants whose behavior was transgressive (e.g., participants who breached their part-
ners’ trust in a modified trust game; Leunissen et al., 2012), which might result in a selection bias.

Encouragingly, technological advances allow the implementation of new methods, such as 
computerized pseudo- dyadic ‘interactions,’ in which participants falsely believe that they are 
interacting with a partner, that are programmed in a dynamic way. In one study, for example 
(SimanTov- Nachlieli & Shnabel, 2014; Study 1), transgressors were ‘produced’ in the lab by 
asking participants to allocate valuable resources between themselves and an (ostensive) partner 
and then giving them feedback on their allocation behavior. The feedback was pre- programmed 
such that participants who allocated the resources unequally were informed that the norm was 
to allocate the resources equally, whereas participants who allocated the resources equally were 
informed that the norm was to allocate the resources generously. Thus, regardless of their allo-
cation behavior, participants perceived themselves as violating common moral standards. This 
paradigm, which allows to study participants’ actual behavior under standardized conditions 
without the risk of selection bias, was originally used in the lab. Yet there is evidence that pseudo- 
dyadic ‘interactions’ can be effectively utilized in large- scale online platforms, such as MTurk 
(Summerville & Chartier, 2013). Hopefully, these technological tools and platforms will make it 
less challenging to experimentally study transgressors’ moral behavior in the future.

Practical implications

Identifying the circumstances under which morality restoration strategies by different sources, 
that is, the transgressors themselves, their victims, or third parties, can promote (or hinder) the 
transgressors’ efforts to apologize, compensate and reconcile with their victims has practical 
implications for mediators and facilitators of restorative justice practices. Such practices, which 
focus on rectifying the relationships and personal connections damaged by the transgression, rather 
than merely punishing the transgressors (Wachtel & McCold, 2001) are increasingly used in the 
legal and educational systems, as well as among families and communities (Boyes- Watson, 2008).

Participation in restorative justice procedures is typically not mandatory. For example, 
perpetrators of criminal offences in the Netherland voluntary choose whether to participate in 
victim- offender mediation (Jonas- van Dijk et al., 2020). The findings reviewed in this chapter 
suggest that transgressors’ motivation to take part in these procedures should be higher if they 
provide them with an opportunity to address their need for moral acceptance. A study among 91 
victim– offender mediation cases from a Dutch mediation agency (Zebel et al., 2019) provided 
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initial support for this possibility. This study revealed that the need to restore their moral identity 
was an important underlying factor in offenders’ decision to participate in VOM (victim– offender 
mediation) and intention to apologize and help their victims. Future research may examine 
whether the success of VOM (e.g., in reducing the risk of reoffending) is enhanced if encounters 
are structured such that offenders have an opportunity to address their need to restore their moral 
identity. Future research may also examine whether some offenders; for example, those who are 
dispositionally high on perpetrator sensitivity (more prone to feel guilt when transgressing against 
others; Baumert & Schmitt, 2016), are more likely to benefit from receiving an opportunity for 
moral restoration. Such future research may provide valuable insights for practitioners who engage 
in restorative justice encounters and real- life reconciliation efforts.

Conclusion

Based on the assumptions of the needs- based model of reconciliation, this chapter has put for-
ward three arguments. First, the experience of threat to their moral identity is a common reason 
for transgressors’ tendency to refrain from making sincere effort to reconcile and make amends to 
their victims. Second, removing the threat to transgressors’ moral identity, which can be achieved 
through self- affirmation exercises that restore their moral image or through morally accepting 
message from their victims, increases transgressors’ readiness to reconcile with their victims and 
offer them remorseful, non- defensive apologies. Third, that morally accepting messages from third 
parties were associated with transgressors’ lower willingness to reconcile suggests that there are 
boundary conditions to the positive effects on reconciliation of morality affirmation, which should 
be identified in future research. I hope that the present chapter, and volume, will incite additional 
research on this socially and practically important topic.

Notes
1 Readers interested in the results for participants in the victim condition are kindly referred to Baranski 

et al. (2020).
2 Both are common reasons for absenteeism, for women and men respectively, in the Israeli context in 

which the study was conducted.
3 Participants in the victim condition received empowering messages, which praised their professional 

skills, from either the transgressor or a third party. Readers interested in these results are kindly referred 
to Shnabel et al. (2014).

References
Abele, A. E., Ellemers, N., Fiske, S. T., Koch, A., & Yzerbyt, V. (2021). Navigating the social world: Toward 

an integrated framework for evaluating self, individuals, and groups. Psychological Review, 128, 290– 
314. https:// doi.org/ 10.1037/ rev 0000 262

Bandura, A. (1999). Moral disengagement in the perpetration of inhumanities. Personality and Social 
Psychology Review, 3, 193– 209. https:// doi.org/ 10.1207/ s153 2795 7psp r030 3_ 3

Baranski, E., Baskin, E., Coary, S., Ebersole, C. R., Krueger, L. E., Lazarevic´, L. B., … Žeželj, I. (2020). 
Many Labs 5: Registered replication of Shnabel and Nadler (2008), Study 4. Advances in Methods and 
Practices in Psychological Science, 3, 405– 417.

Baumeister, R. F. (1997). Evil: Inside human violence and cruelty. New York: Henry Holt.
Baumeister, R. F., Stillwell, A. M., & Wotman, S. R. (1990). Victim and perpetrator accounts of interper-

sonal conflict: Autobiographical narratives about anger. Journal of Personality and Social Psychology, 
59, 994– 1005.

Baumert A., & Schmitt M. (2016) Justice sensitivity. In: C. Sabbagh & M. Schmitt (eds) Handbook of social 
justice theory and research. Springer. https:// doi.org/ 10.1007/ 978- 1- 4939- 3216- 0_ 9

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://doi.org/10.1037/rev0000262
https://doi.org/10.1207/s15327957pspr0303_3
https://doi.org/10.1007/978-1-4939-3216-0_9


221

Interpersonal level: transgressors’ morality as a strategy

Benziman, Y. (2009). Forgive and not forget: The ethics of forgiveness. Jerusalem: Van Leer [in Hebrew].
Boyes- Watson, C. (2008). Peacemaking circles and urban youth: Bringing justice home. Living Justice Press.
Cohen, G.L., & Sherman, D.K. (2014). The psychology of change: Self- affirmation and social psychological 

intervention. Annual Review of Psychology, 65, 333– 371.
Crocker, J., Niiya, Y., & Mischkowski, D. (2008). Why does writing about important values reduce defen-

siveness? Self- affirmation and the role of positive other- directed feelings. Psychological Science, 19, 
740– 747.

Dunbar, R.I.M. (2009). The social brain hypothesis and its implications for social evolution. Annals of Human 
Biology, 36, 562– 572. doi: 10.1080/ 03014460902960289

Ebersole, C.R., Mathur, M.B., Baranski, E.,… Szecsi, P. (2020). Many Labs 5: Testing pre- data- collection peer 
review as an intervention to increase replicability. Advances in Methods and Practices in Psychological 
Science, 3, 309– 331.

Enright, R. D., Freedman, S., & Rique, J. (1998). The psychology of interpersonal forgiveness. In R. D. 
Enright & J. North (Eds.), Exploring forgiveness (pp. 46– 62). Madison, WI: University of Wisconsin Press.

Exline, J. J., & Baumeister, R. F. (2000). Expressing forgiveness and repentance: Benefits and barriers. In M. 
E. McCullough, K. I. Pargament, & C. E. Thoresen (Eds.), Forgiveness: Theory, research and practice 
(pp. 133– 155). New York: Guilford Press.

Gonzales, M. H., Manning, D. J., & Haugen, J. A. (1992). Explaining our sins: Factors influencing offender 
accounts and anticipated victim responses. Journal of Personality and Social Psychology, 62, 958– 971.

Gopin, M. (2004). Healing the heart of conflict: 8 crucial steps to making peace with yourself and others. 
Emmaus, PA: Rodale Books.

Jonas- van Dijk, J. , Zebel, S., Claessen, J., & Nelen, H. (2020). Victim– Offender mediation and reduced 
reoffending: Gauging the self- selection bias. Crime and Delinquency, 66(6– 7), 949– 972. https:// doi.org/ 
10.1177/ 00111 2871 9854 348

Leach, C. W., Ellemers, N., & Barreto, M. (2007). Group virtue: The importance of morality (vs. competence 
and sociability) in the positive evaluation of in- groups. Journal of Personality and Social Psychology, 93, 
234– 249.

Leunissen, J. M., De Cremer, D., & Reinders Folmer, C. P. (2012). An instrumental perspective on apolo-
gizing in bargaining: The importance of forgiveness to apologize. Journal of Economic Psychology, 33, 
215– 222.

McCullough, M.E., Kurzban, R., & Tabak, B.A. (2013). Cognitive systems for revenge and forgiveness. 
Behavioral and Brain Sciences, 36, 1– 58.

McQueen, A., & Klein, W.M.P. (2006). Experimental manipulations of self- affirmation: A systematic review. 
Self and Identity, 5, 289– 354.

Merritt, A. C., Effron, D. A., & Monin, B. (2010). Moral self- licensing: When being good frees us to be bad. Social 
and Personality Psychology Compass, 4, 344– 357. https:// doi.org/ 10.1111/ j.1751- 9004.2010.00263.x

Minow, M. (1998). Between vengeance and forgiveness: Facing history after genocide and mass violence. 
Boston: Beacon Press.

Mikulincer, M., & Shaver, P. R. (2007). Boosting attachment security to promote mental health, prosocial 
values, and inter- group tolerance. Psychological Inquiry, 18, 139– 156. https:// doi.org/ 10.1080/ 104784 
0070 1512 646

Milgram, S. (1974). Obedience to authority: An experimental view. New York: Harper Collins.
Monin, B., & Miller, D. T. (2001). Moral credentials and the expression of prejudice. Journal of Personality 

and Social Psychology, 81(1), 33– 43. https:// doi.org/ 10.1037/ 0022- 3514.81.1.33
Sachdeva, S., Iliev, R., & Medin, D. L. (2009). Sinning saints and saintly sinners: The paradox of moral self- 

regulation. Psychological Science, 20, 523– 528.
Schönbach, P. (1990). Account episodes: The management or escalation of conflict. New York: Cambridge 

University Press.
Schumann, K. (2014). An affirmed self and a better apology: The effect of self- affirmation on transgressors’ 

responses to victims. Journal of Experimental Social Psychology, 54, 89– 96.
Schumann, K. (2018). The psychology of offering an apology: Understanding the barriers to apologizing and 

how to overcome them. Current Directions in Psychological Science, 27, 74– 78. https:// doi.org/ 10.1177/ 
09637 2141 7741 709

Shaver, K.G. (1985). The attribution of blame: Causality, responsibility and blameworthiness. 
New York: Springer.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://dx.doi.org/10.1080/03014460902960289
https://doi.org/10.1177/0011128719854348
https://doi.org/10.1177/0011128719854348
https://doi.org/10.1111/j.1751-9004.2010.00263.x
https://doi.org/10.1080/10478400701512646
https://doi.org/10.1080/10478400701512646
https://doi.org/10.1037/0022-3514.81.1.33
https://doi.org/10.1177/0963721417741709
https://doi.org/10.1177/0963721417741709


222

Nurit Shnabel

Shnabel, N., & Nadler, A. (2008). A needs- based model of reconciliation: Satisfying the differential emotional 
needs of victim and perpetrator as a key to promoting reconciliation. Journal of Personality and Social 
Psychology, 94, 116– 132. https:// doi.org/ 10.1037/ 0022- 3514.94.1.116

Shnabel, N., Nadler, A., & Dovidio, J. F. (2014). Beyond need satisfaction: Empowering and accepting 
messages from third parties ineffectively restore trust and consequent reconciliation. European Journal of 
Social Psychology, 44, 126– 140. https:// doi.org/ 10.1002/ ejsp.2002

Shnabel, N., Purdie- Vaughns, V., Cook, J.E., Garcia, J., & Cohen, G.L. (2013). Demystifying values- 
affirmation interventions: Writing about social- belonging is a key to buffering against stereotype threat. 
Personality and Social Psychology Bulletin, 39, 663– 676.

Silk, J.B. (2002). The form and function of reconciliation in primates. Annual Review of Anthropology, 
31, 21– 44.

SimanTov- Nachlieli, I., & Shnabel, N. (2014). Feeling both victim and perpetrator: Investigating duality 
within the needs- based model. Personality and Social Psychology Bulletin, 40(3), 301– 314.

Steele, C.M. (1988). The psychology of self- affirmation: Sustaining the integrity of the self Advances in 
experimental social psychology (Vol. 21: Social psychological studies of the self: Perspectives and 
programs, pp. 261– 302). San Diego, CA: Academic Press.

Summerville, A., & Chartier, C. R. (2013). Pseudo- dyadic ‘interaction’ on Amazon’s Mechanical Turk. 
Behavioral Research Methods, 45, 116– 124. https:// doi.org/ 10.3758/ s13 428- 012- 0250- 9

Tavuchis, N. (1991). Mea culpa: A sociology of apology and reconciliation. Stanford, CA: Stanford 
University Press.

Wachtel, T., & McCold, P. (2001). Restorative justice in everyday life. In H. Strang & J. Braithwaite (Eds.), 
Restorative justice in civil society. Cambridge University Press.

Woodyatt, L., & Wenzel, M. (2014). A needs- based perspective on self- forgiveness: Addressing threat to moral 
identity as a means of encouraging interpersonal and intrapersonal restoration. Journal of Experimental 
Social Psychology, 50, 125– 135. https:// doi.org/ 10.1016/ j.jesp.2013.09.012

Zebel, S., Kippers, S., & Ufkes, E. (2019). Herstel van het morele imago van daders als drijfveer voor 
bemiddeling: De ervaringen van bemiddelaars, Tijdschrift voor Herstelrecht, 19, 22– 35. DOI: 10.5553/ 
TvH/ 1568654X2019019004004 [in Dutch]

 

 

 

 

 

 

 

 

 

 

 

 

https://doi.org/10.1037/0022-3514.94.1.116
https://doi.org/10.1002/ejsp.2002
https://doi.org/10.3758/s13428-012-0250-9
https://doi.org/10.1016/j.jesp.2013.09.012
http://dx.doi.org/10.5553/TvH/1568654X2019019004004[inDutch]
http://dx.doi.org/10.5553/TvH/1568654X2019019004004[inDutch]


223 DOI: 10.4324/9781003125969-34

21
THE INTRAGROUP LEVEL

When and why reputational concerns influence 
immoral behaviour

Bianca Beersma, Annika S. Nieper, Maria T. M. Dijkstra, and   
 Gerben A. van Kleef

Abstract

Immoral conduct, such as tax evasion or corruption, can have tremendous societal costs. Public 
policies aimed at curtailing immoral behaviour often try to capitalize on the fact that people 
care about what others think of them. That is, policies are geared towards enhancing people’s 
reputational concerns. However, research has yielded conflicting findings on the relationship 
between reputational concerns and immoral behaviour. In some situations, reputational concerns 
decrease immoral behaviour, whereas in other cases they are inconsequential or even counterpro-
ductive. This chapter reviews when and how reputational concerns influence people’s immoral 
behaviour, considering when reputational concerns decrease immoral behaviour, when they 
have no influence on immoral behaviour, and finally, when they inadvertently increase immoral 
behaviour. As such, the chapter elucidates when and why public policies that enhance people’s 
reputational concerns have desired consequences by decreasing immoral behaviour.

 • People’s concerns about what others in their group think of them (i.e., reputational concerns) 
influence their (im)moral behaviour.

 • People want to make a favourable impression on their group members; having a negative repu-
tation can have undesired consequences (e.g., exclusion from the group).

 • Reputational concerns can therefore help to avoid these negative consequences by increasing 
moral behaviour.

 • However, reputational concerns may also fail to affect (im)moral behaviour and may even 
increase immoral behaviour.

 • Whether interventions that target reputational concerns have a positive, negative or no effect on 
(im)moral behaviour depends on the observability of people’s behaviour, people’s awareness of 
the consequences of their behaviour, and what behaviour is prescribed by social norms.
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Introduction

In 2001, Norway implemented a radical shift in its tax policy: The country introduced a system of 
public disclosure of tax and income information (Bø et al., 2015). From then onwards, Norwegian 
tax payers could obtain each other’s income and tax reports via an online system. The idea behind 
this is simple: If someone perceives that the income and taxes reported by a member of their social 
group do not correspond with that person’s lifestyle, the observer could discuss this mismatch 
with other relevant group members or powerful strangers, potentially leading to a loss of repu-
tation (and possibly formal sanctioning) of the target person. For instance, when a neighbour or 
acquaintance observes their group member driving an expensive car while also reporting a low 
income, they could discuss this with other neighbours, friends or parents, or public officials. Fear 
of such reputation loss should, in turn, stimulate taxpayers to minimize the possibility that other 
people would perceive differences between their reported and actual income, and thus, to honestly 
report their income.

The policy described above is an example of how reputational concerns, defined as people’s 
concerns about what other people think about them (Caldwell, 1986), influence people’s behaviour. 
Reputational concerns operate among individuals within groups and communities and are particu-
larly relevant when it comes to immoral behaviour because morality is a fundamental dimension 
on which people judge others (Abele et al., 2021; Leach et al., 2007). In general, people want to 
make a favourable impression on others in their social group, and thus be seen as behaving mor-
ally, because having a negative reputation (i.e. group members believing that one behaves in an 
undesirable way or has negative attributes) can have serious consequences, such as direct confron-
tation, gossip, ostracism (Molho et al., 2020) or legal punishment (e.g., fines or imprisonment). As 
a result, people have developed reputational concerns to avoid these negative consequences and 
increase their chances of survival (Nowak, 2006; Nowak & Sigmund, 2005).

Because upholding moral behaviour is crucial for the functioning of social groups and soci-
eties at large (van Kleef et al., 2019), policies that affect people’s reputational concerns, such 
as the Norwegian tax policy, could be a powerful tool. Indeed, research on moral behaviour has 
demonstrated that people are more likely to honestly report taxes when income reports are publicly 
disclosed (Bø, Slemrod, & Thoresen, 2015), and others can observe their behaviour (Coricelli, 
Rusconi, & Villeval, 2014; Andreaoni & Petrie, 2004; Köbis et al., 2019). However, reputational 
concerns do not always have the desired effect; sometimes, they fail to affect immoral behaviour 
and sometimes, they even increase it. This state of affairs makes managing immoral behaviour 
exceedingly difficult.

The purpose of this chapter is to shed light on the intricate effects of reputational concern on 
(im)moral behaviour and generate possible explanations for these inconclusive findings. We start 
with explaining how we delineate moral behaviour in the intragroup context in this chapter. Then, 
we review three recent strands of research on reputational concerns and moral behaviour. First, 
we discuss studies that have found the desired effect of reputational concerns decreasing immoral 
behaviour. Second, we discuss studies that found no effects of reputational concerns, allowing 
us to identify the conditions associated with this lack of effects. Third, we discuss studies that 
have found reputational concerns to increase rather than decrease immoral behaviour, enabling 
us to point to the factors that could explain such counterproductive effects. We then synthesize 
the insights derived from the three previous sections into an overview of the conceptual factors 
that explain when and why reputational concerns function as an effective means to discourage 
immoral behaviour. We end the chapter by discussing suggestions for future research and practical 
implications.

 

 

 

  

 

  

 

 

 

 



225

Intragroup level: reputational concerns and immoral behaviour

Moral behaviour viewed from an intragroup perspective

Before discussing pertinent research, it is important to clarify how we define moral behaviour. 
Morality refers to what is “right” and “wrong”, and to a code of conduct that is accepted by 
society (Gert & Gert, 2020). According to Moral Foundations Theory, people generally consider 
at least five foundations as morally important. These are: care/ harm, fairness/ cheating, loyalty/ 
betrayal, authority/ subversion, and sanctity/ degradation (Graham et al., 2013).1 Whereas there 
are differences between social groups in the extent to which they regard violations of the last 
three foundations as immoral, the care/ harm and fairness/ cheating foundation are considered mor-
ally important across cultures and independent of political affiliation (Graham et al., 2013). Most 
research on the impact of reputational concerns on behaviour has focused on behaviours that relate 
to these two foundations. In this chapter, we focus on these two moral foundations in the context 
of social groups, and discuss research that addresses related behaviours— particularly prosocial 
versus proself behaviours, and fairness and cheating behaviours. In other words, we consider mor-
ality as individual prosocial behaviour and fair behaviour towards others in one’s social commu-
nity, and we consider reputation as the public image pertaining to such behaviour within the same 
community.

When reputational concerns decrease immoral behaviour

Numerous studies show that reputational concerns can decrease immoral behaviour. For instance, 
studies have found that reputational concerns increase prosocial behaviour. Wu et al. (2016) 
studied prosocial behaviour in a public goods game. In this game, participants were part of a 
group and had to decide to provide monetary benefits to the group or not. Participants would be 
better off individually if they decided to not benefit the group and keep the money for themselves. 
However, the group as a whole would be better off if everybody would invest all their money to the 
group, in which case the money would be multiplied and then distributed equally across the group 
members. Participants thus experienced a conflict between choosing selfishly and thereby maxi-
mizing their individual outcomes, versus cooperating (choosing to prosocially benefit their group 
members). Wu et al., (2016) manipulated whether participants could gossip about one another 
(i.e., exchange information about them behind their backs, Dores Cruz et al., 2021), and found that 
when the possibility to gossip existed, participants were more concerned about their reputation 
than when gossip was not possible. Increased reputational concern, in turn, led them to behave 
more prosocially in the public goods game by giving more money to the group and keeping less 
for themselves. Several other studies also indicate that gossip can increase prosocial behaviour 
(e.g., Beersma & Van Kleef, 2011, 2012; Molho et al., 2019; Wu et al., 2015, 2016), and that 
reputational concerns are an underlying mechanism explaining this relationship (Beersma & Van 
Kleef, 2011; Wu et al., 2016). Thus, manipulating reputational concerns via gossip can increase 
prosocial behaviour.

Not only in the domain of care/ harm (as illustrated by the examples on prosocial behaviour) but 
also in the domain of fairness/ cheating, studies illustrate that reputational concerns can decrease 
immoral behaviour. The die- rolling paradigm (Fischbacher & Föllmi- Heusi, 2013) is a widely 
used method to measure whether people behave honestly. In experiments using the die- rolling 
task, participants receive a fair die, and are asked to roll it and report the number they have rolled. 
They are incentivized to misreport the number, because they earn more money for reporting a 
higher number. If participants roll the die in private, it is not possible to directly observe if they 
reported truthfully or lied, but it is possible to compare the reported die- roll distribution to the 
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expected distribution of die rolls of a fair die. If the reported die- roll distribution differs signifi-
cantly from a distribution that would be expected based on chance, then it can be assumed that 
people were dishonest when reporting the die rolls. A meta- analysis summarizing 90 studies using 
the die- rolling task demonstrated that reputational concerns are an important reason why people 
behave honestly in this task (Abeler et al., 2019). As an example of a study demonstrating this, 
Bašić and Quercia (2022) found that the die- roll numbers people reported were more similar to 
a random distribution when their behaviour was observed than when it was not, indicating that 
people reported more honestly when their behaviour was observed.

Increasing reputational concerns has been shown to increase moral behaviour in other task 
contexts as well. For example, Mazar et al. (2008) had participants engage in a computational 
task in which they had to search two numbers that add up to ten from 20 matrices containing 12 
three- digit numbers. After this, they had to report how many matrices they had solved successfully 
to receive bonus payment (the more matrices participants resolved, the more bonus payment they 
received). Mazar et al. (2008) manipulated whether participants’ reports of the number of matrices 
they solved would be shredded (thereby making their behaviour not identifiable anymore and 
thus lowering reputational concerns) or not (making the behaviour identifiable, hence resulting in 
higher reputational concerns). Results showed that people lied more often in the shredder condi-
tion than in the no- shredder condition.

In sum, across two broad domains of moral behaviour, prosociality and honesty, there is evi-
dence that reputational concerns, under the right conditions, can increase honesty and prosocial 
behaviour.

When reputational concerns do not influence immoral behaviour

Whereas the studies we discussed previously highlight the positive effects of reputational concerns 
on immoral behaviour in line with the Norwegian tax policy example we discussed earlier, there 
are instances when measures taken to increase reputational concerns were not found to influence 
immoral behaviour. One set of measures that was found to have no effect on moral behaviour 
concerns manipulations that suggest the mere presence of others, whereas these others cannot 
actually observe one’s behaviour (i.e., the observers are present but unable to obtain informa-
tion about one’s actual behaviour). For example, a study examining whether the mere presence 
of others influences immoral behaviour found no impact at all (Köbis et al., 2019). In this study, 
participants rolled a die and reported the outcome, and earned more bonus payment the higher the 
number they reported. Köbis et al. (2019) manipulated whether somebody else was merely present 
with the participant in the room without this person being able to observe the participant’s actual 
behaviour, versus whether somebody else was present and could observe how the participant 
behaved. They found that mere presence did not influence people’s decisions to act morally (Study 
3) while the direct observation of one’s behaviour did (Köbis et al., 2019). Furthermore, studies 
using images of watching eyes found no impact of the presence or absence of such watching eyes 
on honest behaviour (Pfattheicher et al., 2019).

Another type of manipulation that has not been found to have an effect on immoral behav-
iour relates to the extent to which being observed can have consequences for the focal person. In 
Wu et al. (2016)’s experiment, participants engaged in a public goods game and could decide to 
benefit the group or to selfishly keep all the available money to themselves. The possibility that 
other participants could gossip about their behaviour increased prosocial behaviour but only in 
those situations in which the gossip was transmitted to somebody with whom participants would 
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interact again. In a situation in which the gossip was sent to somebody with whom they would 
never interact, introducing gossip did not influence prosocial behaviour.2

In sum, when people performed incentivized tasks in the mere presence of another person 
who was unable to observe their behaviour, or when any information another person could 
transmit about them would not have any consequences, levels of honesty and prosociality were 
unaffected. Potentially, in situations in which another person is present but cannot see one’s 
behaviour, people are not really concerned about their reputation. Similarly, watching eyes or 
inconsequential gossip, might not influence people’s concern about their reputation and thereby 
not alter their behaviour.

However, it is important to note that while in the studies described here, no significant effects 
of reputational concern on immoral behaviour were found, this is not evidence for a null effect (see 
Lakens et al., 2018). For this conclusion, equivalence tests are necessary. Future studies including 
such equivalence tests are needed to further understand the non- significant effects of reputational 
concerns on immoral behaviour.

When reputational concerns increase immoral behaviour

Besides decreasing or not affecting immoral behaviour, reputational concerns may inadvertently 
increase immoral behaviour. One instance in which such an undesirable consequence of reputational 
concerns occurs is when a bad reputation, once earned, cannot be restored. In an experiment by 
Coricelli et al. (2014) participants could lie for their personal benefit, and in case their lie would be 
detected, a picture of them would be shown to all other group members along with the information 
that they lied. The authors compared two conditions: one in which the detected liar was pardoned 
after some rounds and reintegrated into the group, and one in which the liar wasn’t reintegrated. In 
the treatment in which liars were not pardoned, lying increased in comparison to when liars where 
pardoned and reintegrated after their lie was made public.

Another adverse consequence reputational concerns can have is that when people are trying to 
maintain an honest reputation, they might actually lie in order to appear honest. Evidence for this 
comes from a set of studies that employed a die- rolling task in which the researchers programmed 
the die to roll specific numbers such that participants would be very lucky (i.e., the die would 
roll 5, 6, 6, 5) or not (die rolls would result in random numbers). Participants who were in the 
lucky condition lied “downward” (i.e., reported lower numbers than they actually rolled), forgoing 
bonuses in order to appear honest (Choshen- Hillel et al., 2020). This demonstrates that a concern 
to be perceived as dishonest can actually, paradoxically, increase dishonesty.

Lastly, differences in moral behaviour have been found between situations in which people 
were observed by peers (such as friends) versus other observers. In one experiment, peer presence 
increased cheating in a die- rolling task in comparison to doing the task alone, presumably because 
it increased competition among peers to earn more money in the experiment (Bäker & Mechtel, 
2019). As such, in those situations, increasing reputational concerns via increasing observability 
does not decrease immoral behaviour, but rather increases it.

In the realm of prosocial behaviour, reputational concern has also sometimes been found to 
increase immoral behaviour. Steinel et al. (2010) found that people who occupied a marginal 
position in a group, yet had a high need to belong to that group, behaved more cooperatively as 
representatives in an intergroup negotiation when their fellow group members seemed to favour 
cooperation, but behaved more competitively when their fellow group members seemed to favour 
competition.
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In sum, increasing reputational concerns can reduce honesty and prosociality and thus increase 
immoral behaviour. This can happen, first, when people are not reintegrated into their group after 
engaging in a misdeed; second, when engaging in moral behaviour makes one appear immoral 
(i.e., when being honest makes one appear dishonest or not helpful); third, when one is observed 
by peers with whom one is in competition; and lastly, when one’s fellow group members support a 
competitive stance toward an outgroup member. In the following we will integrate these findings 
and discuss the conceptual factors that determine how reputational concerns influence immoral 
behaviour in the next section.

Emerging patterns, practical implications and future directions

Our review reveals that, in line with what policy makers intend when implementing policies to 
increase reputational concerns, in many situations reputational concerns decrease immoral behav-
iour. This happens, for example, when people know others can observe their behaviour and/ 
or gossip about them. In other situations, measures intended to increase reputational concerns, 
although potentially costly, do not increase immoral behaviour. This happens, for instance, when 
people do not actually feel observed. Similarly, when people know gossip can be transmitted to 
another person, but they will never interact with that person, increasing reputational concerns do 
not influence immoral behaviour. Lastly, we reviewed studies that show that measures intended 
to increase reputational concern can inadvertently increase immoral behaviour. This happens, for 
instance, when a bad reputation, once earned, cannot be restored (see also Shnabel, this volume, 
for a discussion of restoration opportunities), when people feel they have to lie to appear honest, 
and in the context of peer competition. In those situations, rather than decreasing immoral behav-
iour, increasing reputational concerns can ironically increase immoral behaviour.

Researchers have manipulated reputational concern in various ways. These manipulations 
include, among others, being observed by others, others gossiping about one’s behaviour or at 
least having the opportunity to do so, the mere presence of others, and being observed by watching 
eyes. The findings show that these different ways to trigger reputational concern are not equally 
successful in either bringing about the desired reputational concern and/ or bringing about the 
desired decrease in immoral behaviour. Here, we summarize the key factors that emerge from our 
review as influencing reputational concern and/ or immoral behaviour (see also Figure 21.1).

The first factor is the observability of people’s actual immoral behaviour. The different 
manipulations researchers have used differ in terms of the extent to which others can really 
observe one’s behaviour. For the watching eyes manipulation, the observability of one’s behaviour 
is obviously low: a mere picture of watching eyes does not mean that one’s behaviour is actually 
visible to someone else. The same applies to mere presence: When others are present while one 
is engaging in immoral behaviour, but they have no way of actually knowing how one behaved, 
observability of one’s behaviour is low. In the die rolling game, when others are observing one’s 
reports of the die rolls, but not the actual numbers one rolled, observability is arguably higher than 
for the two aforementioned manipulations. Observability is still not perfect, though; it would be 
at the highest possible level in case observers would be able to see both participants’ actual die 
rolls and their reports of these die rolls. If the observability is high, reputational concerns have an 
impact on behaviour, while when observability is low (as it is the case for the “watching eyes” or 
“mere presence” manipulation), manipulations did not impact immoral behaviour.

The second factor that emerges from our review as potentially crucial is the extent to which  
observations of one’s immoral behaviour are consequential. Manipulations aimed to increase  
reputational concerns only do so effectively when information about one’s behaviour can  
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potentially reach others that could impose consequences on the person deciding whether or not to  
behave immorally. When someone has the certainty that information about their immoral behav-
iour cannot reach others who could impose consequences on them, knowing that one is observed  
is unlikely to trigger reputational concerns.

The third factor that emerged from our review is the (implicit) social norm that is activated by a 
reputational concern manipulation or policy. Social norms are defined as principles or rules that are 
commonly accepted within a group and guide and/ or constrain behaviour (Cialdini & Trost, 1998). 
The research demonstrating counter- productive effects of interventions that increased reputational 

Figure 21.1  Interventions targeting reputational concerns can have positive, negative or no effect on (im)
moral behaviour, depending on the observability of people’s behaviour, people’s awareness of 
the consequences of their behaviour, and what behaviour is prescribed by social norms.
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concern we reviewed, showed that measures taken to increase reputational concern make people 
engage in those behaviours that they believe will make them “look good” in the eyes of observers. 
When there is an implicit norm of competition in the group, making behaviour visible to group 
members may make them behave more competitively rather than more prosocially or more hon-
estly (Bäker & Mechtel, 2019; Steinel et al. 2010).

In summary, our review sheds light on three crucial factors that influence the effects of policies 
that target reputational concerns, namely observability, consequentiality and social norms (see 
Figure 21.1). These factors point to the essence of what can make reputational concerns work to 
reduce immoral behaviour and highlight the intragroup nature of reputational concerns. That is, in 
the context of a highly cohesive, small group, observability is typically high (members can observe 
one another’s [im]moral behaviours). Consequentiality is typically also high, in that people know 
that the reputational damage that immoral behaviour could cause can have severe consequences— 
such as social exclusion or punishment. Finally, highly cohesive small groups tend to have salient 
social norms with regard to moral behaviour as this is in the interest of their survival (Feldman, 
1984). Together, these factors should lead people to alter their behaviour in a way that is congruent 
with the group norms, and thus decrease the chance they would engage in immoral behaviour, in 
order to avoid being excluded from the group or punished by group members.

The factors explaining whether reputational concerns decrease immoral behaviour that 
emerged from our review fit theories about social norms (Bicchieri, 2016). In this chapter, we 
highlight an important, yet often overlooked, route for enforcing social norms: via reputational 
concerns. We highlight two factors, namely observability and consequentiality, that help explain 
when reputational concerns help to enforce social norms. Importantly, however, whether by 
increasing reputational concerns, one increases or decreases immoral behaviour, depends on the 
third factor that we identified: the salient social norm. If the underlying social norm prescribes 
engaging in moral behaviour, such as prescribing cooperation among group members, increasing 
observability and consequentiality will increase cooperation (see e.g., Wu et al., 2015). However 
social norms can also encourage immoral behaviour, by setting a norm to compete with others. 
In these settings, increasing observability and consequentiality will lead to the enforcement of 
norms that foster immoral rather than moral behaviour (see e.g., Abbink et al., 2017; Steinel 
et al. 2010).

With regards to practical implications of the findings discussed here and suggestions for future 
research, based on the research findings we reviewed, we argue that the higher interventions 
that aim to increase reputational concerns score on the observability they afford, the more 
effective they will be in increasing reputational concerns. Future studies should empirically test 
this idea. In many studies, researchers so far only assumed that their manipulations influenced 
reputational concerns, but did not actually measure reputational concerns. Comparing the 
effects of different manipulations on reputational concerns as measured by self- report scales 
(Beersma & Van Kleef, 2011; Wu et al., 2016) could help to pinpoint which ones actually 
increase reputational concerns and which ones do not. Insights derived from such studies will 
also be helpful for designing practical interventions that actually do what they are intended to 
do: increase reputational concern.

We also argue that the more interventions that are implemented to increase reputational concerns 
include the possibility that observations of one’s current actions have future consequences, the 
more effective they should be in increasing reputational concern. There is one important caveat 
here: When the consequences of immoral behaviour are irreversible, once implemented, they will 
no longer decrease immoral behaviour. The study by Coricelli et al. (2014) showed that participants 
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who were exposed for lying and not pardoned and reintegrated into the group, lied more rather than 
less over time. Therefore, in order to effectively stimulate positive consequences of reputational 
concern, policies have to make clear that moral transgressions are consequential, but transgressors 
have to be given the opportunity to redeem themselves and repair their reputation accordingly. 
Future studies could shed light on the ideal balance between severity of consequences and possi-
bilities to repair one’s reputation that is most successful in bringing about reputational concerns 
and moral behaviour. Specifically, studies might examine which combinations of consequences/ 
punishment and reintegration are most successful in decreasing immoral behaviour by examining 
different forms of consequences (direct confrontation, gossip, ostracism, public exposure) and 
different time periods during which such consequences are effective. Obviously, insights generated 
by such studies are also directly relevant for designing practical interventions aimed to decrease 
immoral behaviour.

Furthermore, we argue that manipulations used in research, or policies implemented to increase 
reputational concern, are effective in decreasing immoral behaviour to the extent that the person 
deciding to engage in immoral behaviour perceives moral behaviour as the norm their group 
members want them to adhere to. When group norms implicitly or explicitly prescribe immoral 
behaviour, manipulations or policies that increase reputational concern may increase rather than 
decrease immoral behaviour. Future studies could test this by investigating the interactive effects 
of the social norm (such as being cooperative vs. competitive) and reputational concerns on moral 
behaviour. Policy makers can benefit from the insights generated by such research. For them, it is 
important to be aware of the social norms that are salient to people when interventions aimed to 
increase reputational concern are implemented. Only when these norms prescribe prosocial and 
honest behaviour, the intervention will solicit the desired effect.

Finally, a potentially important factor that we have not highlighted yet is group identification/  
belonging. If a specific individual does not need/ want to belong to, or doesn’t identify with, a 
specific group, then increasing reputational concerns is likely to have little effect on behaviour, as 
the individual does not fear to be excluded from the group. Future studies could test and extend 
this idea.

Conclusion

To decrease immoral behaviour and the societal costs it entails, many policies seek to make use of 
the fact that people care about what their group members think about them. As such, these policies 
are aimed at enhancing people’s reputational concerns. This chapter revealed that some of these 
policies are more successful than others, and highlights observability, consequentiality and salient 
norms as three crucial factors that affect the extent to which reputational concern manipulations or 
policies are likely to trigger reputational concerns and decrease immoral behaviour. We hope these 
insights and the future research directions outlined above will stimulate further research on this 
important topic, so that humans’ fundamental desire to uphold their reputation can be employed 
for the good of society.
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Notes
1 Graham et al. (2013) provide an overview of the adaptive challenges these five moral foundations provide 

a response to, as well as their triggers in our evolutionary history, their modern- day triggers, emotions that 
are related to each of them, as well as related relevant virtues. This overview falls outside the scope of this 
chapter but we refer readers to the table Graham et al. (2013) provide on page 68 and their discussion on 
pages 67– 71.

2 It is important to note that in Wu et al.’s (2016) experiment, participants interacted anonymously, online. 
Thus, in both conditions, whether gossip was sent to a future interaction partner or not, participants were 
completely anonymous, and therefore anonymity cannot explain the findings.
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The strategic use of morality in intergroup relations

Susanne Täuber

Abstract

Comparatively little is known about moral behavior in intergroup contexts. Extant research further 
approaches moral behavior mainly as a compensatory strategy aimed at preserving and defending 
moral image. Combining these two unchartered territories, the current chapter introduces a model of 
strategic use of morality in intergroup contexts. The model, which is informed by power dynamics 
between groups, allows for conceiving of morality as used proactively in order to push economic 
and political agendas, optimize impression management when external pressures require so, and 
to prevent changes to intergroup relations that afford a group with power and privilege. Allowing 
the examination of diverse research topics under one overarching framework, the model facilitates 
cross- fertilization between adjacent disciplines, diversification of methodologies, and novel areas 
of inquiry in the field of psychology of morality.

 • Moral norms can be used strategically to maintain and reproduce power differences between 
groups.

 • Because of the functions of moral norms, it is essential to examine who has the power to decide 
what issues and behaviors are considered moral.

 • By defining what is moral (creating the moral landscape), powerful groups can influence 
intergroup relations to their own benefit.

 • Society and other third parties can support or hinder powerful groups’ (attempted) influence on 
the moral landscape.

 • In the moral landscape, power can be exerted on a visible, hidden, as well as an invisible 
dimension.

Introduction

The strategic use of moral norms to navigate and negotiate power in intergroup relations is 
largely unchartered territory. Addressing this lacuna, the present chapter first introduces the 
three- dimensional perspective on power (Gaventa 2006; Lukes 2005). This perspective valu-
ably extends the dominant approaches to intergroup behavior as preserving and defending moral 
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image, by taking into account the deliberate creating, shaping, and negotiating of moral norms. 
Empirical studies are then reviewed from a range of areas to illustrate the strategic use of morality 
in intergroup relations and its contingency on power dynamics. Unresolved questions are then 
identified and routes for future theorizing and research are derived. Finally, the chapter discusses 
practical implications of an approach to morality in intergroup relations that is informed by power.

The main theoretical issues concerning morality in intergroup relations

Moral behaviors are socially defined and identity- affirming. Moral norms regulate our behavior 
individually, within the social groups we belong to, and determine how we behave towards other 
groups (Ellemers & van den Bos 2012; Ellemers et al. 2019). Moral norms differ across groups; 
conforming to some and deviating from other moral norms hence signals our belongingness to some 
but not other groups. Accordingly, what is considered moral is not universally shared: behavior 
considered moral by one group can be considered neutral or even immoral by another group 
(Ellemers & van den Bos 2012; Täuber 2018). Consequently, people should be able to flexibly 
construe issues as morally laden or morally neutral. This proposition has received empirical 
support across a variety of topics and research paradigms. Participants in experimental research 
(Van Bavel et al. 2012), for instance, flexibly shift their evaluation of issues in moral and non- 
moral terms on a trial- to- trial basis. Relatedly, when participants were asked to classify 40 diverse 
issues ranging from exercising over honesty to the death penalty, in terms of their moral or non- 
moral nature, no issue was unanimously classified as moral (Wright et al. 2008, Study 1). In add-
ition to flexibly construing morality upon experimenter instructions, Rozin (1999) showed that 
previously morally neutral issues can attain moral connotations over time (moralization), just as 
issues that were construed as moral can lose their moral connotation over time (amoralization). 
Cigarette smoking and vegetarianism, for instance, have gained moral connotations over the past 
decades (Rozin et al. 1997; Rozin and Singh 1999). By contrast, divorce and homosexuality have 
lost their moral connotations (Rozin 1999).

How does this relate to moral behavior? Scholarship aiming to predict, explain and influence 
moral behavior mostly addresses how individual moral guidelines interact with social norms 
(Ellemers et al. 2019). Accordingly, the most impactful papers in moral behavior concern the rela-
tionship between moral self- conceptions and displays of moral behavior (Blasi 1980), strategies to 
maintain a moral self- image (Mazar et al. 2008) even after moral lapses and when confronted with 
challenges to one’s moral self- concept (Monin & Miller 2001). Because being deemed immoral 
is an aversive experience (e.g., Wojciszke 1994, 2005), people have been shown to engage in 
various compensatory strategies, such as moral disengagement (Bandura et al. 1996), do- gooder 
derogation (Minson & Monin 2012), and moral hypocrisy (Valdesolo & DeSteno 2007). Such 
compensatory strategies have also been demonstrated in intergroup contexts, showing that, 
similar to findings in the interpersonal domain, moral behavior is motivated by concerns for the 
group’s moral image (e.g., Täuber & van Zomeren 2013). Being made aware of moral lapses or 
shortcomings in intergroup contexts prompts compensatory strategies similar to those observed in 
interpersonal contexts (Ellemers et al. 2019; Täuber et al. 2015).

In sum, extant research suggests that what is considered moral is rather arbitrary. Individuals, 
groups, and society as a whole can construe the same issue in morally laden or morally neutral 
terms, depending on framing, time, and context. However, once established, people are highly 
motivated to conform to moral norms and protect their social image as being moral (Pagliaro et al. 
2016; Van Nunspeet et al. 2015). Because they signal social categorization (van Leeuwen et al. 
2012), moral norms have enormous potential to divide the social world into good and bad, making 
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those who deviate outsiders worthy of rebuke (Wright et al. 2013), stigmatization (Skitka and 
Mullen 2002), intolerance (Haidt et al. 2003; Skitka et al. 2005; Wright et al. 2008), and exclusion 
(Opotow 1990; Täuber 2018).

Despite these insights, current scholarly insight into the role of moral behavior for intergroup 
relations is limited, particularly with regard to the mechanisms that lead to specific moral norms 
being created and endorsed when different groups are involved (Ellemers et al. 2019). Considering 
the malleability, motivational quality, and category- signaling function of moral norms, the lack of 
research and theorizing concerning who has the power to decide which norms are moral is sur-
prising. Moral norms are excellently suited for strategic use in intergroup contexts. Our current 
understanding of how groups regulate their moral image through reactive responses and compen-
satory strategies can be valuably complemented by highlighting how groups proactively shape 
the moral landscape they operate in, for instance by using language to frame certain behaviors as 
moral, and how this influences other actors. This complementary perspective warrants analysis 
of power.

The main empirical insights

The analysis I’ll describe here, is informed by the three- dimensional perspective on power as 
described by sociologist Lukes (2005). The three- dimensional view on power allows to system-
atize and analyze behaviors of powerful groups that are aimed at influencing intergroup relations 
to their benefit. The three dimensions refer to the exertion of power through visible (e.g., formal 
authority, physical constraint), hidden (e.g., agenda setting), or invisible means (e.g., internalized 
stereotypes). The point of departure, aligning with the status protection motive described by 
Social Identity Theory (e.g., Ellemers, 1993), is powerful groups’ motive to maintain and repro-
duce their favorable position in stratified systems, which they achieve by exerting power. Social 
psychological research demonstrates that members of dominant groups do not willingly give up 
their privilege (Craig et al. 2018; Leach et al. 2002). In fact, powerful groups often resist poten-
tial changes of the power hierarchy because change affects them more negatively than powerless 
groups (Scheepers et al. 2009). In addition, change motives by powerful groups can aim to main-
tain or even increase the inequality that benefits them (Sweetman et al. 2013). Finally, powerful 
groups use backlash to regain power that is lost or threatened to be lost (Mansbridge and Shames 
2008; Townsend- Bell 2020). In academia, for instance, backlash against gender equality can range 
from retaliation against reporters of harassment (Young Academy Groningen, 2021) to the phys-
ical destruction of women’s research projects (Naezer, van den Brink, & Benschop, 2019).

Analyses typically focus only on the powerless and the powerful group. However, as I will  
elaborate below, the available empirical evidence suggests that more groups need to be considered  
in order to develop a comprehensive understanding of the strategic use of morality. Therefore,  
Figure 22.1 includes society and third parties as relevant actors (Panel A) who can be influenced  
by powerful groups. These actors can support or hinder powerful groups’ (attempted) influence  
on the moral landscape. In principle, each of these actors can exert visible, hidden, and invisible  
forms of power (Panel B), thereby contributing to maintaining and reproducing the power differ-
ential in question. Visible power is the most obvious form of power exertion, whereby the interests  
of the parties are contested in public spaces and formal decision- making bodies (Gaventa, 2006).  
Importantly, despite the strong motive to protect their privileged position among powerful groups,  
power differentials can be maintained and reproduced even outside of people’s awareness and  
deliberation. For instance, socialized norms as well as stereotypes about class, gender and race  
are often internalized and enacted without much deliberation by powerful and powerless groups  
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alike. In general, the strategic use of moral norms as an attempt to maintain and reproduce power  
is most likely when powerless groups challenge the power differential (Scott, 1990; Täuber &  
Moughalian, 2022). When power differentials are uncontested, powerful groups are more likely  
to exert hidden and invisible forms of power (e.g., Acker, 2006). Moral norms and behaviors are  
thus interactive and dynamic, and research should take into account powerless groups’ reactions  
to power exertion (Panel C).

Visible power: moral framing as agenda- setting

Visible power refers to observable decision making and concerns influencing others through 
formalized authorities and rules (e.g., Dahl 1957; French et al. 1959; Lukes 2005). Such coercive 
power can be seen in making rules and laws, for instance. When members of powerful groups 
are in actual positions of political power, they will likely be perceived as interchangeably with 
“society.” In such positions, the powerful group can decide that certain behaviors are moral, 

Figure 22.1  Different actors (A) involved in maintaining and reproducing existing power differentials 
through different forms of power exertion (Panel B). Responses to power exertion by the 
powerless group (Panel C) make these processes dynamic and interactive.
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thereby directly influencing what is deemed moral. The pressure on the less powerful group to 
comply with the newly defined moral behavior then seems to consensually come from society 
itself. In order to push specific political or economic agendas, issues can be “made” moral through 
to taxes or legislation (Rozin 1999). Legislation in The Netherlands, for instance, was tailored to 
“catch” people who undeservingly receive childcare allowance, depicting people in that group as a 
potential profiteers and fraudsters. The algorithms resulting from this political agenda exacerbated 
racial discrimination and led to tens of thousands of parents from predominantly low- income 
families being falsely accused of fraud –  they lost their homes, their children, their livelihoods, 
and their dignity in the process. Families from ethnic minorities were disproportionately affected 
(Amnesty International 2021).

Another example of visible power concerns moralization motivated by economic agendas, such 
as the Dutch transition from welfare state to “participation society”. In the participation society, 
citizens are expected to assume individual responsibility for their health and well- being (Koster 
2014). Participation now is considered a prerequisite for good citizenship, leaving those who lack 
the capacities for participation with a questionable status of citizenship and at the mercy of more 
self- reliant individuals, because the state considers itself as freed from responsibility. Observers 
state that “the Netherlands has introduced the idea of the ‘participation society’ to frame the impetus 
for its austerity measures” (Hoekman et al. 2018, p. 131). Similar narratives to legitimate cuts in 
public services were observed in the United Kingdom’s “Big Society” (Bach 2012). Framing aus-
terity measures in terms of citizens’ responsibility for health and well- being contributed to a div-
ision of society into morally good and morally bad citizens, especially regarding health (Täuber 
2018). The categorization of people with less healthy lifestyles as deviating from societally 
sanctioned moral norms leads to stigmatization, lower inclusion, and less solidarity, undermining 
social cohesion. In addition, the resulting “Us versus Them” categorization paves the way for 
harsh consequences, as evident in the childcare allowance scandal. Moralization can thus be used 
strategically to push economic agendas and to legitimize exclusion of groups that powerful groups 
seek to marginalize (Opotow 1990; Täuber 2017).

Hidden power: moral framing as impression management

Hidden power refers to being able to keep others from the decision- making table and to keep 
their concerns off the agenda (Gaventa 2006). Rather than directly influencing others, hidden 
power operates through manipulating discourse, reframing the grievances of the powerless, 
and thereby enabling the powerful to remain in power (Fairclough 2010; Scott 1990). This type 
of power exertion will often take place when, despite being powerful, groups are depending 
on other groups. Corporations, for instance, are dependent on their customers and on third 
parties such as shareholders and supervisory authorities. Similarly, governments are dependent 
on public trust and support. Pressure coming from other actors, who might be formally less 
powerful, can prompt symbolic compliance with the moral norms implied by these actors. The 
powerful group might feel compelled to favorably present themselves in the moral domain –  
regulating the impressions other groups form about them, rather than actually engaging in 
moral conduct.

For instance, the growing demand for organizations to consider economic, social, and envir-
onmental issues (Prasad & Holzinger 2013) has been accompanied by suspicions that companies’ 
claims of corporate social responsibility (CSR) are insincere and mainly aim to increase profit 
(“CSR- washing”, Pope & Wæraas 2016). Relatedly, advertisement highlighting female talent 
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and messages countering gender stereotypes (“femvertising”) can prompt backlash when the 
brands are not knowledgeable about real feminist values (Lima and Casais 2021). Using morality 
for impression management to influence intergroup relations, such as the relation between con-
sumers and brands, favorably, is risky because of the comparatively stronger negative reaction to 
perceived hypocrisy. Accusations of corporate hypocrisy are particularly likely when companies 
fail to walk the talk in moral domains, leading to harsher punishment (Stiegert et al. 2021).

The above examples also suggest that the boundaries between hidden and invisible power are 
fluid. Organizations and institutions can be inclined to “doing the right thing” based on actual 
commitment, but also in order to influence brand loyalty, public trust, or employee satisfaction to 
their advantage. Using moral claims to demonstrate commitment to causes such as social justice 
and equality can be a particularly sinister way of preventing actual change, when such change 
threatens powerful groups’ status (Täuber & Moughalian, 2022). This is mainly done through 
invisible power.

Invisible power: moral framing to preserve power and privilege

Invisible power is exerted by shaping the beliefs, wishes, and values of powerless groups (Lukes 
2005). It is considered the most effective form of power exertion because it builds on manipulation 
rather than coercion and is consequently almost impossible to resist. Socialization can result in 
compliance with inequality and power differentials when it leads to the internalization of stereo-
types and moral norms. Women and girls can be socialized to value staying at home more than paid 
labor, because they have been exposed to the women as caregiver discourse (Fernando & Prasad 
2018). Acker (2006) refers to the resulting self- control as internalized controls. Similarly, Gaventa 
(2006) warns that the adoption of language of participation and inclusion by the powerful obscures 
the boundaries between the powerful and the powerless, potentially undermining struggles for 
progressive change: when powerful actors like the World Bank speak of “partnership,” “shared 
ownership,” or interaction on a “level playing field,” they hide their greater access to resources 
and power. When the call for progressive change becomes louder, powerful groups can engage 
in change initiatives with the goal of being perceived as doing the moral thing while actually 
maintaining and reproducing the status- quo that benefits them.

The prevention of progressive change in order to safeguard own power and privilege is known 
as co- optation, and has been demonstrated in many areas. Examples concern the reliance on speech 
acts to show commitment, which lead to “doing the document” rather than doing the change 
(Ahmed 2007), and reliance on metrics that are easy to manipulate to prove successful change 
(Leslie 2019). Indeed, co- optation allows organizations and institutions to present themselves in 
morally flattering ways while preventing meaningful change. Giridharadas (2018) describes how 
those in power set up efforts to “change the world,” while these efforts obscure their own role in 
causing problems like widespread inequality or poverty. He observes that global elites use pro-
gressive change initiatives to preserve the status quo by constantly seeking to do more good, but 
never less harm. Illustrating this, in a recent systematic review of the literature on sexual harass-
ment in higher education, Bondestam and Lundqvist (2020) conclude that anti- harassment policy 
has had no discernible effect over the past thirty years. Considering the lack of meaningful change 
despite the myriads of zero- tolerance policy documents, the training and awareness sessions, and 
the promised political commitment, invisible power is likely at play. Understanding that change 
is prevented because it threatens the privilege afforded to the powerful by an inherently unequal 
system is crucial for designing more effective interventions.
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The main controversies and unresolved questions

The above review shows that groups can use morality strategically in a number of ways, and 
that power provides a useful analytical lens to systematize inquiries into such strategies. Diverse 
phenomena such as agenda- setting and achievement of economic and political objectives, impres-
sion management, and preventing progressive change can all be meaningfully examined as power 
dynamics that motivate and curb the strategic use of morality in intergroup contexts. The proposed 
model (Figure 22.1) may guide more systematic research into the strategic use of morality because 
it addresses three lacunae of current scholarship in particular. First, the model can be applied 
to intergroup contexts consisting of multiple actors (Panel A), which is rarely done (Ellemers 
et al. 2019). Second, the model points towards the proactive –  rather than reactive and compensa-
tory –  use of morality, which is under- researched so far (Panel B). Third, the model explicates the 
dynamic and interactive character of morality in intergroup contexts (Panel C).

Questions that go beyond the above review concern two broad areas in particular, namely 
mechanisms and processes. Regarding mechanisms associated with the strategic use of morality in 
intergroup contexts, relevant questions concern whether behaviors and strategies can be attributed 
more or less clearly to different types of power exertion and whether certain types of power exer-
tion functionally relate to specific relationships or to certain strategic motives. For instance, will 
powerful groups aiming to preserve the status quo that affords them their privilege typically use 
invisible forms of power exertion? Is framing issues morally more effective in prompting compli-
ance from less powerful groups compared to framing issues in non- moral ways? And which other 
ways of using morality strategically can be discovered in the different forms of power exertion?

Regarding processes, relevant questions concern how negotiations and disagreements over 
power unfold, how definitional power is acquired in order to influence the moral connotation of 
behaviors, but also how, by whom and under which circumstances such powers will be accepted 
or contested. Which role do third parties play in supporting versus contesting definitional power 
over moral norms and behavior? How do social actors negotiate double- standards that occur when 
one moral value is prioritized over another, such as illustrated by the discussion about the right to 
bodily integrity versus compulsory vaccination that emerged in the context of the COVID- 19 pan-
demic? Research into the strategic motives for intergroup help might offer valuable guidance for 
inquiries into such topics. The field was strongly influenced by the pioneering work of Arie Nadler 
(2002), whose conceptualization of intergroup helping relations as power relations has stimulated 
an impressive body of supporting empirical and conceptual work. For instance, refusing help from 
another group can be an attempt to communicate disagreement with the power differential implied 
by the roles of help giver and help recipient (e.g., Täuber 2017). Does the rejection of moral 
connotations of norms and behaviors fulfil similar purposes?

The important practical implications of current insights on this 
topic and level

Considering morality as strategically used to maintain and reproduce power in intergroup contexts 
has important practical implications. First, it points to groups actively creating and shaping moral 
landscapes, rather than passively undergoing and responding to existing moral norms. Second, 
it underlines the value of adjacent disciplines for cross- fertilization. For instance, regardless of 
whether visible, hidden, or invisible power exertion is concerned, language fulfils an important 
signaling function when morality is used strategically. Discourse analysis should therefore play a 
role when investigating moralization and power dynamics in situ. To illustrate, a good indication 
that an issue is becoming moralized is name- calling. People who do not categorize themselves as 
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belonging to the same group are often grouped together under a common denominator by other 
groups in society. This was evident during the COVID- 19 pandemic, when people who were hesi-
tant to getting vaccinated were categorized under names such as “covidiot” (English), “wappie” 
(Dutch) or “Querdenker” (German). While their hesitance to getting vaccinated was rooted in 
divergent reasons, they were all subsumed under a unifying label depicting them primarily as 
crazy believers in conspiracy theories.

In addition, name- calling itself points to power differentials, because typically, the groups that 
are seen as deviating from the moral norm will be labelled. For instance, when labels are used for 
only one group, the power dynamics are clear: there is no word for citizens who got vaccinated. 
Accordingly, in public perception, they are the morally good. However, when both groups use 
moralized labels to refer to each other, struggles over definitional power might still be ongoing. 
Therefore, the use of moral language and labels can have an important signaling function for social 
stability. For instance, the spaces in which labels are used might be significant: many labels are only 
used for the outgroup in closed spaces reserved for ingroup members. An example are the terms 
used by right- wing ideologists to characterize people perceived as belonging to the political left. 
These terms were present in the associated online platforms but did not infiltrate public discourse 
until recently. When moral qualifications of outgroups permeate boundaries from closed forums to 
public discourse, this may signify shifts from covert to overt power struggles. Investigating such 
propositions can help anticipate unstable social situations that may culminate in open conflict, 
such as the Capitol Insurrection or the widespread demonstrations against governments’ measures 
to curb the pandemic.

In sum, heeding recent calls for the use of more varied methodologies in order to gain more 
systematic insights into the socially shared nature of moral norms (Ellemers et al. 2019), the 
current analysis suggests benefits from cross- fertilization with adjacent fields (e.g., sociology, 
human geography, political science, and linguistics) and the associated methods (e.g., participa-
tory research, spatial analysis, and discourse analysis). The framework presented in this chapter 
allows to consider the strategic use of morality in intergroup contexts by accounting for human 
motivation to create, shape, and influence their social environment, including moral landscapes. 
This opens up exciting new routes for theory, research, and methods that can inform pressing soci-
etal questions.
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ON THE VERTICAL

How the moral self pursues its highest good

Karl Aquino

When I was a teenager, my father had a religious conversion. It was an unsettling time in our 
family because his language, his behavior, and his new way of dealing with worldly problems 
greatly changed. At the time, I thought of myself as an iconoclast and so I had many arguments 
with my father about the authenticity of his conversion and the logical incoherence of his emer-
ging faith. As my father became more immersed in his religion, he grew closer to a community of 
like- minded people who I came to know over many years. Eventually, my father became a pastor, 
guiding a small flock who sought moral guidance from him and from something beyond them-
selves. All of the disagreements I had with my father, along with my occasional participation in his 
religious community’s ceremonial observances, gave me many opportunities to observe and con-
template how people incorporate morality into their everyday lives. When I pursued an academic 
career, the contrast between the morality of the people I encountered in the academy and that of 
the less credentialed worshipers in my father’s church became more glaring.

I learned over time that a fair number of my colleagues were either dismissive of or openly 
hostile towards religion. Others were indifferent to it, but charitable in their views of those who 
find solace in a simple though logically indefensible faith. The more zealous of the anti- religious 
types were convinced that religion was plague upon humanity and should be replaced as soon as 
possible with a rational, evidence- based system of morality built upon the findings of science and 
the faculties of reason. Having heard, deliberated, and studied many of the allegations they made 
against religion and its practitioners over my career, it is not obvious to me that the alternatives 
they offer for how to live one’s life are any wiser, more nourishing, or more humane than the one 
my father discovered when he reached his moment of decision all those years ago.

The gulf between the thought world occupied by my father and his fellow believers and that 
of many with whom I shared an intellectual habitat largely inspired my interest in moral psych-
ology. My naïve ethnography of faith and non- faith communities informed my theorizing along 
with the countless articles and books I consulted in my quest to unravel the mysteries of moral 
life. I studied how agnostics, believers, and atheists made sense of their earthly predicament, 
comported themselves in the face of personal tragedy or frustrated goals, and treated both friends 
and strangers during times of need and plentitude. I introspected regularly about my own moral 
thoughts, emotions, and behaviors as I bungled my way (often badly) through moral quagmires, 
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deluded myself to avoid reckoning with my hypocrisy and malevolence, and projected my debased 
and impure motivations onto others.

Twenty years ago, I came across a concept that gave me a useful framework for studying 
morality and organizing my reflections into a coherent explanation for what I had noticed and 
observed. That idea was the moral self, which my colleague Americus Reed and I referred to in 
a paper we published in 2002 as a person’s moral identity. Drawing from decades of theory and 
research on identity, we defined moral identity as the mental model a person holds about their 
moral character. This model can include traits they possess that are associated with morality such 
as honesty, compassion, or fairness. It can also include their values, beliefs, ideals, and narratives 
they construct about they have dealt with past moral dilemmas. In other words, moral identity is 
a capacious concept that can be summarized by the basic notion that it is how one thinks about 
themselves in the sphere of moral judgment, choice, and action.

When Americus and I first began exploring moral identity, only a handful of scholars in the 
social sciences had used the term, many of whom were developmental psychologists. Augusto 
Blasi was perhaps the most influential of the early moral identity theorists and his writings were 
invaluable for helping us develop our own conceptual definition. Professor Blasi’s contributions to 
explaining how the self can be a source of sustained moral motivation were seminal and provoca-
tive, but his papers, and those of others who wrote about moral identity at the time, were largely 
theoretical or philosophical. Americus and I wanted to study moral identity empirically, so we 
developed a measure of its self- importance that has since been used in hundreds of studies

It is gratifying to see how the idea of the moral self has expanded beyond its early roots. I am 
grateful to the editors of this volume for giving me an opportunity to reflect upon the state of the 
research and to share my views on what territory remains unexplored. I would like to focus this 
introduction on what may be the most urgent question researchers might ask about the moral self 
in the current historical period. I present it by first alluding to the German philosopher Friedrich 
Nietzsche’s famous assertion that God is dead.

When Nietzsche wrote these words at the end of the 19th century, he did not intend them to be 
a bland descriptive statement like “The rose is red.” Rather, they were an ominous warning about 
the price humanity must pay for rejecting what until then had been the most important source of 
meaning and moral instruction for millions of people throughout history. What remains after the 
death of God was anyone’s guess. Nietzsche spent the remainder of his sane life trying to answer 
this question. Unfortunately, madness ended his attempt. I submit, without any claim to origin-
ality, that the challenge facing billions of people around the world after the death of God is how 
to comprehend a self that has become the ultimate creator, arbitrator, and defender of the moral 
universe. It is a heavy burden. In a world without a transcendent, supreme authority to turn to 
for moral direction, the self can only either turn inward to its conscience or horizontally to the 
actions, exhortations, or commands emanating from mortal selves to help it navigate through the 
complex and seemingly intractable moral problems that confront the present age. Understanding 
how the self comes to know right and wrong when nihilism and a polytheistic worship of many 
gods, whether they be money, power, social status, hedonistic pleasure, a political ideology, or a 
charismatic leader, appears to be the prevailing psychological and cultural condition of people in 
the developed world.

Another way of stating this condition is that whatever morality the self generates or accepts 
from others as being the true and evident and worth following is increasingly a horizontal one, 
by which I mean it is a morality that instructs us about how we should relate to other terrestrial 
beings that are a part of the natural world. This perspective contrasts with one that views the self as 
connected in a vertical relationship to a being that exists outside of nature and time and to which it 
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is subordinate. The shift from a moral self in vertical relationship to a supreme being to one that is 
largely conceived as being in a relationship of fundamental equality with other biological species, 
whether they be other humans, animals, or plants, is one of the hallmarks of the rationalization of 
nature that Max Weber described as producing a “disenchantment of the world.” It is an orientation 
that arguably predominates among those who have received the gift of higher education and who, 
as a result, believe themselves better equipped than most to advance human welfare. I suggest 
that the change in the self’s orientation for deriving the moral rules by which it should live can 
be analyzed in a novel way by invoking the idea of a relational self. The relational self refers to 
how a person thinks about their connection to other individuals with whom they have causal or 
intimate interactions. What distinguishes the relational self from other models of the self is that 
it is not focused on one’s individual qualities or their membership in a larger collective. Rather, 
it describes one’s role in a relationship with a singular other such as a friend, a team member, a 
neighbor, or a God.

My reading of the literature is that scholars have paid relatively less attention to the moral self 
as a relational identity compared to the attention devoted to studying the self as a set of individual 
attributes or as a member of a larger collective like an ethnic group or nation state. I was therefore 
encouraged to discover that one of the chapters selected for inclusion in this volume, written by 
Maryam Kouchacki and Rajen Anderson, focuses on moral self- views at the interpersonal level. 
This treatment of the moral self is much needed, and thoughtful readers of this chapter will be 
rewarded with many new insights about how our interactions with others in relational contexts 
shape our views of ourselves and our behavior.

Reviewing the content of all of the chapters regarding the moral self and writing this intro-
ductory reflection has been a valuable exercise because it forced me to consider what questions 
I might ask if I were to study the moral self with new and innocent eyes. Here are some of the 
questions I would ask:

1. How does a self that submits to no transcendent authority arrange its values into a hierarchy, 
and on what grounds does it justify this arrangement? Nietzsche asserted that humans are 
valuing creatures. If so, the question of how our minds deduce value from the clutter and 
chaos of everyday life, and how it decides which values it should raise to paramount import-
ance warrants attention. For instance, does the brain have a “valuing module”? Are there 
connections among different brain systems that explain the process of valuing? Philosophers 
and theologians have debated the question of objective value for hundreds of years. Studies on 
the moral self can inform this conversation by discovering how the human brain goes about the 
task of valuing and revaluing. Toward this end, readers will find the chapter by Jennifer Jordan, 
Elizabeth Mullen, and Marijke Leliveld informative because it provides an intimation into how 
the self may go about arranging its value hierarchy to meet the requirements of different situ-
ations because it is malleable.

2. If the self has the capacity to internalize the moralities of many gods with different and often 
competing systems of value, how does it choose its allegiances? What mental mechanisms does 
it draw from to make peace among warring gods? The self is composed of ideologies, cultural 
expectations, transitory emotions, faith- based commitments, and other powerful forces that 
intrude into consciousness and make equally compelling demands. Jolanda Jetten and Charlie 
R. Crimston explore the question of how the self might adjudicate among its various gods 
by reviewing research and theory on intragroup dissent, which is the willingness by a group 
member to challenge or deviate from the demands for conformity imposed by a group. Social 
pressure imposed by people with whom one shares a common identity is among the most 
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demanding of gods, so understanding why some individuals do not yield to it has been an 
abiding interest of those who view dissent essential for a well- functioning democracy. Who will 
bear the costs of dissent when the expectation of conformity is intense and price of deviance is 
high remains almost impossible to predict. Sometimes those who appear least likely to dissent 
end up being the ones whose disobedience ignites a revolution. Part of the answer for why some 
conform and others do not may be found in how the dissenter views their moral self.

3. Walt Whitman presented a poetic defense of moral hypocrisy when he wrote that if he contradicts 
himself, so he contradicts himself. What is the problem, for as he defiantly proclaims: “I am 
large, I contain multitudes.” Whitman did indeed have a complex self- understanding as anyone 
who has read his verse can attest. But what is the consequence of thinking that one contains 
a multitude of selves? Does it mean that one can casually and without any psychic cost shed, 
revise, or recreate any self that one desires? Reinventing the self is a modern trope and appears 
to heed the heroic Nietzschean call to become who one is. Yet is it conducive to the prac-
tice of morality to have a world of people trying to live out the ideal of a protean self and 
experimenting with different moral selves as they go along? What can we say about self- view 
that permits a person to behave like a de Sadian libertine at one moment and in another to 
perform an act of service compassion worthy of St. Francis? What kind of moral self would 
this be? Perhaps the ability to maintain an essentialist belief in one’s moral goodness when 
confronted with evidence to the contrary is a psychic benefit of having a complex and malle-
able moral self- view. On the other hand, it is worth asking whether the capacity to execute such 
mental operations is conducive to the forming the sound and reliable moral character on which 
a well- functioning social order depends.

4. Related to the previous question is how might our delusions inform or misinform our 
understanding and appraisal of our moral actions? One of Nietzsche’s most decisive blows 
against the vanities of those who seek truth is his assertion that the will to untruth has proven 
far more valuable to our species, and is also far more common. Moral psychology has revealed 
time and time again that we lie to ourselves and to others all the time to support a belief in our 
moral goodness. The chapter by Matthew J. Hornsey describes how this phenomenon occurs 
at an intergroup level. As Professor Hornsey explains, intergroup processes can allow people 
to evade moral self- reflection and rationalize immorality. This observation seems particularly 
timely for understanding how group polarization and rapid social change can lead people may 
have once shared a unifying creed begin to separate and view one another as enemies rather 
than partners in a worthy moral enterprise.

5. Eastern religious traditions counsel that the escape from suffering requires the extinction of the 
self. The literature on the moral self has been relatively silent about ways of conceiving the self 
as something to be annihilated rather than preserved. Is it even possible to know whether there 
is such thing as a non- self in the way a Buddhist monk might experience this state of being? 
Does a non- self have a moral identity? The Western mind and the psychological theories it has 
produced offers few empirical answers to these questions. Perhaps like the mysterious Zen 
koan they are beyond the reach of science, but it might be worth finding out if this is so.

6. Finally, I would be curious to learn about what the self is doing when it makes conspicuous 
displays of its moral bona fides? Social media allows people to present a persona of moral 
goodness to a global audience, but the image is often a grand façade concealing a less admir-
able reality. What are we to make of the behavior colloquially known as “virtue signaling”? 
What does it reveal about the values of a culture when many of its members believe it will 
bring psychological fulfillment and social rewards if they can effectively “brand” the self in the 
most flattering moral light? Are the motives for virtue signaling similar to those that explain 
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the conspicuous consumption of luxury goods that the economist Thorstein Veblen argued was 
a way for those who possesses a surfeit of wealth and leisure to distinguish the noble from the 
common? Does frequent virtue signaling indicate that one possesses morality in abundance, 
or is it more revelatory of its absence? Is a self that hungers for social validation of its moral 
worth a psychologically healthy one? Would a self that understands itself to be in a vertical 
relationship with a supreme being whose grace is lavish and whose love is infinite require such 
validation to experience itself as having value?

No doubt the reader’s engagement with the chapters that follow will raise many more questions 
than these, which would be sign that the topic of the moral self will have a long intellectual life.

During my father’s slow decline from dementia, I watched the moral self he fashioned from a 
lifetime of activities, memories, and shared experiences disintegrate and fade away. All the while, 
I saw the community of believers he had served and worshiped try to ease his passage to the other 
world. They would clean him when he soiled himself and lifted him from his bed to his wheelchair 
when he needed to travel. They sang him songs of praise, laughed at his repetitive and often unin-
telligible jokes, reminisced about past adventures, and prayed with him until the very end. I was 
told that he expired after one of the church members, who had been a constant companion in his 
last days, concluded a reading of one of his favorite psalms. I do not know what moral self- view 
these believers held, but what I infer from how they dedicated themselves to caring for my father 
over several years is that the moral universe they inhabited was not an indifferent and pitiless 
one. I may never acquire the spiritual clarity that characterized my father’s faith, but I hope that 
before he died his last coherent experience of his moral self was one that stood looking upward, 
in a relationship of loving reverence, towards its beckoning God. My father was no Nietzschean 
superman. He chose not to kill God, and for him that made all the difference in this world –  and 
maybe the next.
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The moral self

Jennifer Jordan, Elizabeth Mullen and Marijke C. Leliveld

Abstract

The moral self is an individual’s dynamic and malleable moral self- concept. In this chapter, we 
describe how the moral self functions within the working self- concept, relates to an individual’s 
broader identity, and is affected by and affects behavior and cognition. Specifically, we differen-
tiate the moral self from related constructs such as moral identity, self- esteem, and actual, ideal and 
ought selves. We then discuss how the moral self serves to regulate individuals’ moral behavior 
and review the literature on what shapes the moral self and what the moral self is likely to shape in 
return. We close by discussing future directions in research about the moral self.

 • The moral self indicates how people think about themselves and their behavior.
 • The moral self is malleable and resides in people’s working self concepts.
 • The moral self shapes and is shaped by moral cognition and behavior.
 • The moral self functions to regulate moral behavior.
 • Measuring the moral self can affect subsequent moral behavior and cognition; this makes it 

challenging to detect mediational effects of the moral self on prior to subsequent moral behavior 
and cognition.

Introduction

An individual’s self- perception of his or her own morality is dynamic, meaning that it changes 
over time based on behaviors and contexts (Monin & Jordan, 2009). This dynamic and malleable 
moral self- concept is what we label as the moral self, also referred to as the moral self- image 
(MSI) (Jordan et al., 2015).1 We view the moral self as a cognitive construct –  meaning, it involves 
how people think about themselves and their subjective appraisals of their behavior. The moral 
self is affected by various influences and has important implications for how people think about 
themselves and the actions that they take (Jennings et al., 2015).

In this chapter, we define the moral self, distinguish it from related constructs, look at what 
variables have been found to affect (and are affected by) the moral self, explain how the moral 
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self serves as a regulatory mechanism, and outline potential future directions for research. We pri-
marily focus on moral self- views rather than on how others perceive a person’s moral self.2

The moral self within the greater self concept

The moral self resides in individuals’ working self- concepts (Kernis & Johnson, 1990). Being part 
of the working self- concept makes the moral self a malleable part of the self –  particularly when 
compared to other more stable self constructs, such as trait self- esteem (Rosenberg, 1965) and 
moral identity (Aquino & Reed, 2002). As part of the working self- concept, the moral self shifts 
based on feedback from the social world and one’s own actions (Monin & Jordan, 2009). For 
example, people’s moral selves are responsive to social comparisons about the states of their moral 
selves, (bogus) feedback about the states of their moral selves, and their actual actions (Jordan 
et al., 2015) –  three domains identified to affect people’s self- concepts (Kernis & Goldman, 2003). 
Additionally, the moral self is completely subjective, meaning it is unrelated to one’s objective 
moral standing; people who act in a way perceived as moral by others could still perceive their 
own moral self to be lacking. And vice versa. And while individuals differ in how highly they 
value their moral selves (Aquino & Reed, 2002), there is nearly a universal desire to perceive one-
self as moral (Dunning, 2007). This desire to maintain a positive MSI coupled with the state of a 
person’s current MSI, influences people’s tendency to engage in (im)moral behavior.

We define the moral self as a “person’s malleable moral self- concept”, that is, their self- concept 
related to the traits of the prototypically moral person (i.e., caring, compassionate, helpful, hard- 
working, friendly, fair, generous, honest, kind) (Jordan et al., 2015). These nine traits were derived 
from the seven traits that Aquino and Reed (2002) found most exemplified a moral identity. And 
while not an exhaustive representation of the traits of the moral self, they represent people’s proto-
type of the ideal moral self. In the following subsections, we differentiate the moral self from other 
related constructs.

Moral identity. The self- importance of moral identity, one of the most cited moral self- related 
constructs, is “a self- conception organized around a set of moral traits” (Aquino & Reed, 2002). It 
comprises two subdimensions: the importance to the self of possessing such traits (internalization) 
and the importance of demonstrating to others through behavior that one possesses those traits 
(symbolization). The moral self and moral identity are similar in two ways. First, they both regu-
late one’s own behavior towards actions considered more morally appropriate. And second, they 
are both associated with moral- related beliefs, attitudes, and behaviors (Aquino & Reed, 2002). 
The biggest difference between the two constructs is their level of stability; moral identity is a trait, 
whereas, MSI refers to a state (Aquino et al., 2009).

Scores on the MSI scale are positively associated with symbolic moral identity, but are unre-
lated to internalized moral identity (Jordan et al., 2015). Thus, what people do to externally signal 
the strength of their moral selves (e.g., reading morally related publications, belonging to certain 
clubs or associations) is positively associated with their MSIs. But because there is an almost 
universal value of being a moral person (i.e., of having a high internalized moral identity), the 
temporary state of one’s MSI is unrelated to the importance of possessing moral traits (i.e., to 
internalized moral identity); one can simultaneously acknowledge that their state MSI is low and 
that their moral identity is a key part of their self.

Self- esteem –  state and trait. The MSI is also separate from trait and state self- esteem. Trait 
self- esteem indicates a person’s global and stable feelings of self- worth (Kernis & Goldman, 
2003). While trait self- esteem can change, unlike the moral self, it does not respond to single 
events within short time periods (Rosenberg, 1986). State self- esteem, is a more dynamic form of 
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the trait- based construct (Heatherton & Polivy, 1991). But unlike state self- esteem, the moral self   
encompasses people’s specific feelings of moral self- worth, rather than general feelings of self- 
worth. One can think about state self- esteem versus MSI as global versus specific state- based 
self- appraisals related to isolated events, with the former being based on a generalized emotional 
response and the latter being based on specific morally- relevant events (Brown, 1993). Indeed, 
the moral self has low to moderate correlations with state- based self- esteem (Jordan et al., 2015).

Actual, ought, and ideal selves. According to self- discrepancy theory, individuals have three 
“selves”: the actual, the ideal, and the ought. The actual self represents the self that one perceives 
oneself to be. The “ought” self, is the self one perceives that one should be, and is mainly based 
on societal perceptions, norms, and perceived expectations about duties, roles, and responsibil-
ities. Finally, the “ideal” self represents the self one aspires to be. Of course, these three selves are 
interconnected. Self- discrepancy theory proposes that people seek to align their actual with either 
their ideal or ought selves, and that misalignment results in negative emotions and discomfort. 
While similar in theory to the moral self, there are two major differences. First, self- discrepancy 
theory is about a general self- assessment rather than an appraisal of one’s moral standing. Second, 
self- discrepancy theory proposes that the source of the self- discrepancy (i.e., being from either the 
ideal or ought selves) (Higgins, 1987) influences how the discrepancy impacts the individual. In 
contrast, Jordan et al. (2015) found that discrepancies with the ideal-  or ought- moral selves did not 
differentially affect individuals’ behavior. To conclude, given individuals’ moral self aspirations 
come both from what they think society expects of them (the ought) (Hoffman, 1975; Kohlberg, 
1971) and what they expect from themselves (the ideal) (Monin & Jordan, 2009) both constructs 
influence one’s MSI.

The regulatory function of the moral self

People’s moral behavior is in constant flux –  both on the positive and negative sides of the 
continuum (e.g., Mazar et al., 2008; Shalvi et al., 2011), and these fluctuations influence and 
are influenced by people’s MSIs. For example, people’s moral selves are responsive to social 
comparisons about the states of their moral selves, (bogus) feedback about the states of their moral 
selves, and their actions (Jordan et al., 2015; Kernis & Goldman, 2003). Moreover, because people 
highly value their moral selves, and strive to see themselves as moral beings (Monin & Jordan, 
2009), they will take (even costly) steps to preserve a positive MSI.

Thus, the moral self is often theorized to play an important role in regulating one’s moral 
behavior (Monin & Jordan, 2009). In particular, the literatures on behavioral consistency, moral 
licensing and moral compensation all theorize that current levels of MSI, combined with the motiv-
ation to maintain a positive MSI, are predictive of future behavior.3 Notably, although changes to 
the MSI, as a result of prior behavior, are not always empirically demonstrated in the literatures 
on moral consistency, licensing, and compensation, the mediational role of MSI between prior 
and subsequent behavior is often theorized and is therefore reviewed in this chapter. We discuss 
the issue of empirical versus theoretical support for the role of the MSI in the section on Future 
Directions.

Consistency. Research on behavioral consistency suggests that individuals’ desires to main-
tain positive MSIs should lead them to consistently engage in moral behavior (Cornelissen et al., 
2013). Indeed, when one’s prior moral behavior is construed as evidence of commitment to 
the goal of being a moral person (rather than making progress toward that goal), initial moral 
behavior leads to subsequent moral behavior (Susewind & Hoelzl, 2014). Moreover, research on 
the slippery slope, a phenomenon wherein small transgressions gradually grow and lead to larger 
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transgressions (Welsh et al., 2015), suggests that consistency can also lead people to engage in pro-
gressively more immoral behavior, due to the ease with which they can self- rationalize and hence 
maintain a positive MSI (Tenbrunsel & Messick, 2004).

Licensing and compensation. However, people do not always consistently display (im)moral 
behavior; sometimes an initial moral behavior can relax subsequent strivings to be a moral person. 
In particular, moral licensing (Monin & Miller, 2001) occurs “when past moral behavior makes 
people more likely to do potentially immoral things without worrying about feeling or appearing 
immoral” (Merritt et al., 2010, p. 344). One mechanism proposed for licensing effects is that a 
temporary boost to one’s MSI, as a result of initial moral behavior, licenses subsequent immoral 
behavior (e.g., Khan & Dhar, 2006). In contrast, research on moral compensation (or moral 
cleansing) suggests that engaging in immoral behavior can lower people’s MSIs which motivates 
corrective action. In particular, acting immorally (and presumably experiencing a threat to their 
MSI) motivates people to engage in actions that figuratively cleanse themselves of their past trans-
gression and reassert their moral selves (cf. Mulder & Aquino, 2013; Tetlock et al., 2000).

Influences on and of the moral self

Building on the notion that the MSI serves a regulatory function, in this section we discuss which 
factors can influence the MSI and how this, in turn, affects subsequent behavior. See Figure 24.1 
for a rough visual representation.

One’s own behavior: real and imagined

People make inferences about their own morality by reflecting on their own behavior (Bem, 1972). 
Thus, one of the most common influences on the state of one’s moral self is one’s past behavior 
(both real and imagined) and reflecting on one’s past behavior (Kernis & Goldman, 2003).

Actual and recalled behavior. Numerous scholars have theorized that engaging in moral  
behavior boosts one’s MSI, engaging in immoral behavior decreases it, and that these changes to  
MSI predict subsequent behavior (for a review see Mullen & Monin, 2016).4 Recently, Liu et al.  
(2019) empirically demonstrated that engaging in organizational citizenship behaviors increased  

Figure 24.1  Moral self image.
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people’s MSIs, which licensed pro- social rule breaking in organizational contexts. And Mulder and  
Aquino (2013) found that people who lied in an initial task were more likely than those who did  
not lie in the initial task to be honest in a later task; this compensatory behavior was hypothesized  
to be driven by a desire to maintain a positive MSI.

Recalling one’s own past moral or immoral behaviors is posited to have similar effects 
as performing actual behavior on one’s MSI (Jordan et al., 2011). For example, in one study 
recollections of past moral behavior positively impacted the state of the moral self, whereas 
recollections of past immoral behavior negatively impacted it, and changes in MSI predicted sub-
sequent compensatory behavior (Cornelissen et al., 2013). Similarly, Jordan et al. (2011) found 
that merely asking people to think about times that they helped or harmed others, led to changes 
in subsequent prosocial and cheating behavior (although MSI was not measured in these studies).

Imagined behavior. Merely imagining engaging in moral or immoral behavior can impact 
one’s MSI. For example, Khan and Dhar (2006) found that participants who imagined themselves 
volunteering reported higher moral self- concepts (as measured by their endorsement of items such 
as “I am helpful”) than did participants who did not imagine volunteering, and these changes in 
MSI predicted subsequent purchasing decisions (i.e., purchasing an indulgent or utilitarian good).

Counterfactual roads not taken. Similar to imagining behaving morally, refraining from 
engaging in unethical behavior may boost people’s MSIs (Khan & Dhar, 2006). For example, 
White participants who had an opportunity to forego blatantly racist behavior, compared to those 
who did not have such an opportunity, subsequently expressed less racially sensitive views (Effron 
et al., 2012). It is plausible that such counterfactuals about unethical roads- not- taken may be suf-
ficient to boost MSI (although this was not empirically tested in Effron et al., 2012). Similarly, 
when reflecting on their positive moral behaviors (rather than merely refraining from unethical 
behavior), counterfactuals may also influence people’s MSIs; someone may get a bigger boost to 
their MSI for taking public transportation (a positive moral behavior to help the environment) if 
driving was an option relative to if it was not (i.e., when they could have taken a less virtuous mode 
of transportation, cf., Khan & Dhar, 2006, Study 4).

Others’ behavior

A second major influence on the MSI is others’ behavior. Given the inherent ambiguity in what 
constitutes moral behavior, others’ behavior, particularly via social norms, vicarious processes, 
and social comparisons, can also inform one’s judgments about one’s own MSI.

For example, others’ behavior can serve to influence the perceived norms for what constitutes 
moral or immoral behavior (Jordan et al., 2011; Reno et al., 1993). Individuals who fall short of 
moral standards, as signaled by others’ actions, may perceive a threat to their MSIs, which may 
motivate corrective action. Similarly, observation of others’ immoral actions is likely to have the 
reverse effect, boosting individuals’ MSIs and potentially relaxing their subsequent moral behavior.

The behavior of (close) others can also influence one’s MSI through vicarious processes 
(Kouchaki, 2011) –  particularly, when the observer perceives him or herself as having the 
characteristics of, or shares an identity with, the other. For example, Lennartz and colleagues 
(2019) found that when a company successfully implemented an equal- opportunity hiring policy, 
this increased organization members’ MSIs (Jordan et al., 2015), which subsequently licensed 
more covert forms of discrimination in hiring decisions.

Finally, social comparisons provide people with information about their own abilities and 
attitudes, which can influence their self- concepts (Festinger, 1954) –  including their moral self- 
image (Jordan et al., 2015). Notably, social comparison processes in the moral domain may have 
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similar effects as those in the non- moral domain on people’s self- concepts (Monin, 2007). Whereas, 
downward social comparisons (e.g., comparing oneself to someone who has just engaged in uneth-
ical behavior) should provide a boost to one’s MSI because the comparison may lead one to feel 
morally superior (Jordan et al., 2015), upward social comparisons (e.g., comparing oneself to 
someone who has engaged in significant moral deeds) may have a more complex impact on MSI. 
On the one hand, upward social comparisons may lower one’s MSI; indeed, receiving false feed-
back that one was less moral than others decreased participants’ MSIs (Jordan et al., 2015). On the 
other hand, given that individuals strive to maintain positive MSIs, the threat generated by upward 
social comparisons could also lead individuals to engage in cognitive distortions (e.g., derogating 
the target of the upward comparison) to protect their cherished MSIs (Minson & Monin, 2012; 
Monin, 2007). In the next section, we discuss the cognitive –  rather than behavioral –  route to 
maintaining a positive MSI.

Maintaining the moral self via cognitive processes

When people experience real or potential threats to their cherished MSIs they may increase their 
subsequent moral behavior (as reviewed above) in an effort to restore their MSI, or they may engage 
in cognitive distortions to alleviate the discomfort caused by threats to their MSIs without having 
to change their behavior (Minson & Monin, 2012). People can change their beliefs about their 
past behavior by, for example, reframing a moral decision into an amoral one. When positioning 
the decision out of the domain of morality, it has reduced, if any, effects on the MSI, a process 
known as moral disengagement (Bandura, 1990). Finally, people can also distort the good derived 
from their own past actions. For example, in one study, Effron (2014) found that participants who 
anticipated the possibility of receiving negative feedback on a test of their morality, overestimated 
the extent to which their prior decision to donate 50 cents to charity would provide evidence of 
their morality to an observer. In other words, when faced with a moral self threat, they inflated the 
impact that a small prosocial act would have on others’ assessment of their own morality (and pre-
sumably also on their own MSI). In summary, people can, at times, engage in cognitive distortions 
by reappraising their own or others’ (im)moral behavior in a more or less negative light in an effort 
to alleviate threats to their MSI without having to engage in actual moral behavior.

Future directions

One of the most important questions for future research on the moral self is how best to measure the 
construct? Many scholars have proposed that the moral self is the mechanism explaining various 
moral phenomenon –  from moral compensation to licensing and consistency; however, only a few 
of these investigations have provided actual empirical evidence for this assertion (e.g., Cornelissen 
et al., 2013). One reason may be that until recently, there was not a validated self- report measure 
of MSI (Jordan et al., 2015). Additionally, capturing the MSI’s role as a mediator could be chal-
lenging because the simple act of measuring the MSI (i.e., asking people to reflect and self- report 
on the state of their MSIs) may dilute any subsequent effects. For example, if a person does 
something moral and then is asked to reflect on the state of their moral self, the mere recording 
of one’s increased MSI could subsequently restrict subsequent licensing effects by highlighting 
the importance of their moral identity. Alternatively, reflecting on one’s MSI after an immoral act 
could instigate reframing processes of the immoral behavior through a form of rationalization 
(Tenbrunsel & Messick, 2004). Thus, one opportunity for future research is to generate a more 
implicit way of measuring the moral self; for example, measuring people’s activation of either a 
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moral or immoral mindset through a word completion task (c.f., Zhong & Liljenquist, 2006) or 
their speed of responding to various words, videos, or images (c.f., Aquino et al., 2011; Greene 
et al., 2001). Using an unobtrusive measure might obviate the limitations found with more con-
scious, explicit measures. Another method might be to use a mediation- by- causal- chain- approach 
(Spencer et al., 2005) where researchers identify the effects of the independent variable on MSI 
in a separate study from one assessing the effects of the independent variable on the dependent 
variable.

Another unanswered question about the moral self is if the state of the self is more a function 
of personal, internal perceptions or of social judgment and the desire to be perceived as moral 
by others. Having our behavior witnessed by others invites opportunities for praise and condem-
nation,5 which may strengthen the impact observed behavior has on our moral self. But existing 
studies have shown that the moral self is responsive to private personal changes that only the indi-
vidual has witnessed him or herself (Bryan et al., 2013; Monin & Miller, 2001). For example, in 
one study, participants received bogus feedback on the state of their moral selves based on some 
action they performed (Jordan et al., 2015). Even when they believed that only they could see this 
score, it affected the state of their moral selves. Other research indicates that even though people 
adjust the focus of their moral decisions to strategically affect the perceptions of others, they retain 
high personal self- perceptions of their moral selves regardless of their socially- motivated behavior 
(Rom & Conway, 2018). Taken together, these studies suggest that the state of the moral self is 
reactive to personal observations and not in need of public witness. Of course, the options can co- 
exist; it is possible that the MSI is a self- driven, private phenomenon, and that the effects of one’s 
behavior on the moral self are strengthened when witnessed and acknowledged by others. This is 
an empirical question that remains to be answered.

A third direction for future research is to examine the types of actions that are required to 
prompt changes in the moral self and if the amoral, immoral, or moral labeling of an action affects 
the magnitude of the subsequent alteration. That is, must actions be explicitly morally labeled 
(e.g., volunteering for a charity whose cause many identify as moral), be in the moral domain 
(e.g., planting trees in a deforested area), or merely perceived as moral by the person performing 
the action (e.g., wearing a t- shirt purchased in support of a charity, without any logos or text refer-
ring to the charity) for those actions to affect the moral self? Most research thus far has asked 
participants to recall incidents that they consider as moral or immoral –  without, requiring some 
sort of external validation for the recall. In fact, it is rare that these stories are coded for their exter-
nally evaluated moral or immoral content. However, one study (Jordan et al., 2011) did find that 
the more moral or immoral these recalls were labelled by external coders, the more extreme the 
effects on subsequent behavior (although notably MSI was not measured in this study). And even 
when they are coded, as the participant never sees the actual coding (or the external labeling of 
the behavior), it is usually the participants’ cognitive characterization of the behavior as moral or 
immoral that leads to the subsequent effects.

Fourth, there are a number of individual differences that may impact the extent to which people 
draw inferences about their MSI from their past behaviors. For example, it would be interesting 
to investigate if the state of the moral self is related to a person’s stage of moral development 
(Kohlberg, 1971). Individuals progress through three stages (preconventional to conventional to 
postconventional) of moral development, which determine how they judge what is and is not 
morally right. Essentially, this progress is defined along the lines of judgment based on rewards 
and punishments (preconventional) to social norms (conventional) to universal principles of 
rights and justice (postconventional). It would be interesting to investigate how people’s stage 
of moral reasoning affects the malleability of their moral selves. On the one hand, it is possible 
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that pre- conventional and conventional reasoners have more sensitive moral selves because they 
are seeking external cues to determine if they are being moral people (i.e., either rewards and 
punishments or judgments from others). On the other hand, it is possible that the MSIs of post- 
conventional moral reasoners are more sensitive, as they are more attuned to the complexity of 
moral issues and more sensitive to moral issues in their environment.

Lastly, other individual- difference measures may also influence the extent to which individuals 
draw inferences about their own morality from their behavior. For example, moral chronics, that is, 
people with a trait- based tendency to have moral constructs chronically accessible, may be more 
likely to consider the relevance of behaviors to morality (Narvaez & Lapsley, 2009). Similarly, 
individuals scoring higher on moral attentiveness, or the extent to which they find morality salient 
in their everyday experiences, are more cognizant of the moral content of everyday behavior and 
may be more likely to reflect on the implications of various courses of action for their own mor-
ality (Reynolds, 2008). Future research may benefit from the inclusion of individual difference 
variables that may moderate the mediating effect of MSI on prior and subsequent behavior.

Conclusion

The moral self is a dynamic and malleable part of the working self- concept. A positive MSI is 
highly cherished by people, leading them to take meaningful steps to internally maintain it –  even 
if only through cognitive rationalizations rather than real behavioral changes. Better understanding 
the MSI, particularly how to best measure it and examine its isolated effects on subsequent 
behavior, will aid scholars in better understanding the construct, as well as how to predict and 
influence individuals’ (im)moral behaviors.

Notes
1 We use these two terms interchangeably throughout.
2 For a more detailed examination of the interpersonal factors that affect the moral self, see Chapter 25 of 

this volume, “Moral self- views, at the interpersonal level of analysis” by Maryam Kouchaki and Rajen 
Anderson.

3 See also the chapters in this volume by Beersma et al. and Shnabel. 
4 Notably, some of these theorized influences of positive or negative initial behavior on the moral self have 

not been empirically demonstrated although the effects on subsequent behavior (i.e., licensing or compen-
sation) have.

5 For more details, see the chapter in this volume on interpersonal influences on the moral self by Kouchaki 
and Anderson.
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THE INTERPERSONAL LEVEL
Moral self- views, at the interpersonal level of 

analysis

Maryam Kouchaki and Rajen Anderson

Abstract

In this chapter, we highlight the social and interpersonal nature of moral self- views. Across a 
variety of domains and contexts –  including morality –  people define themselves in relation to 
other people. In addition, people typically want to think of themselves as moral actors. We argue 
that a number of psychological and social processes –  both in response to our own behavior and 
to the behavior of others –  allow individuals to maintain such positive moral self- views. When 
we behave morally, praise from others boosts our self- esteem and self- concept. When we behave 
immorally, guilt and blame from others help to “recalibrate” individuals to behave more morally 
in the future. When others behave morally, we can draw closer to them and be inspired by them. 
When others behave immorally, we engage in condemnation and downward comparison. We end 
by highlighting several promising topics regarding the nature of interpersonal moral self- views for 
future research.
Highlights:

 • Relations with other people impact on our moral self- views.
 • People are motivated to maintain a positive moral self- view by referring to the moral behaviors 

of other people and through other people’s reactions on their own moral behavior.
 • Moral self- views can be maintained by drawing closer to others who behave morally and 

condemning others who behave immorally.
 • Praise from others boosts moral self- views; guilt and blame from others helps us to behave 

more morally in the future.
 • Lack of well- calibrated praise and blame can also impact moral self- views: understanding how 

and when feedback is given is crucial to understanding the interpersonal influences on moral 
self- views.

 • Future research into interpersonal moral self- views should investigate the role of moral 
conversations (e.g., gossip, disagreements, advice giving/ receiving) and how to integrate 
across multiple levels of analysis.
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Introduction

In this chapter, we focus on the social nature of moral self- concepts and self- views. We address 
interpersonal processes in particular as we examine how other people (intentionally or not) can 
influence how we think about our moral selves and moral behavior. Before we elaborate on these 
issues, we first offer definitions of key constructs in our analysis. “Moral self- views” concern the 
self- reflective and self- justifying tendencies associated with moral behavior. Research on moral 
self- views addresses the mechanisms people use to think of themselves as moral persons, even 
when their behavior is not in line with their moral principles (Ellemers et al., 2019). In this chapter, 
we will take an “interpersonal” approach to this topic: that is, how individuals’ moral self- views 
are impacted by other individuals.

People frequently define themselves based on their relationships and connections with other 
people, be they familial (e.g., parent and child), organizational (e.g., supervisor and subordinate), 
or based on group membership (e.g., nationality). In addition, the idea that our self- concept is 
defined and refined by others is not new, as thinkers starting with Cooley (1902), Mead (1934), 
and Festinger (1954) have all discussed the topic. Common to these different accounts is the idea 
that a person’s self- concept –  how they think of their own identity and behavior –  is informed by 
how they think others think of them. More recent psychological research has also explored when 
and why people experience a “vicarious self- concept” (see also Jordan et al., Chapter 27 of this 
volume), whereby individuals incorporate the behaviors of others into their own self- perceptions 
and cognitions (e.g., Goldstein & Cialdini, 2007; Gunia et al., 2009; Kouchaki, 2011; Welten et al., 
2012). That is, self- concepts and self- views can be subject to both how we think others think of 
us and our behavior and also to whether and when we incorporate others and their behavior into 
our self- perceptions. What we aim to contribute to this conversation is the uniquely moral angle 
that often plays a role in how people develop a social self- concept, providing a framework for 
considering the potential interpersonal influences on a person’s moral self- view.

Morality is an especially relevant lens for understanding the social self- concept, as morality 
is typically defined in psychology as the set of norms, emotions, and cognitions that facilitate 
group cooperation and ensure a harmonious social life (Curry et al., 2019; Greene, 2015; Haidt, 
2007; Janoff- Bulman & Carnes, 2013; Rai & Fiske, 2011; Tomasello & Vaish, 2013). Given that 
morality is about the way we treat other people, it seems fitting that moral self- views should be 
influenced by other people. Morality also plays a central role in how we think about individuals –  
as moral judges, humans care not just about what was done (e.g., “is this a moral action?”) but 
who was involved and how that action reflects on them (e.g., “is this a moral person?”; Helzer & 
Critcher, 2018; Pizarro & Tannenbaum, 2012; Uhlmann et al., 2015). Observers prioritize moral 
traits over other important traits like warmth in their evaluations of others (Goodwin et al., 2014), a 
target’s moral qualities play a critical role in how much others like and respect that person (Hartley 
et al., 2016), and people rank their in- group’s morality as more important than its competence or 
sociability (Leach et al., 2007). Finally, morality is seen as central to a person’s identity (Heiphetz 
et al., 2018; Strohminger & Nichols, 2014). Our moral views of each other are therefore critical for 
our broader social understanding of each other –  put simply, who someone is as a person largely 
depends on other people’s views of their morality.

We are especially keen on maintaining a positive self- view and as seeing ourselves as moral 
(Aquino & Reed, 2002); much like with other desirable traits, people rate themselves as more 
moral, honest, and ethical than the average person (Alicke, 1985; Epley & Dunning, 2000). People 
are also flexible in their ability to feel good about their moral behavior and to excuse their moral 
transgressions. For example, a number of studies have identified a phenomenon of “unethical 
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amnesia” (Kouchaki & Gino, 2016), whereby individuals report lower memory recall of their past 
misdeeds compared to other behaviors (Shu et al., 2011). Interpersonally, people remember being 
victims of harm rather than being perpetrators of harm, and such memory asymmetries appear to 
be due to how features of the harm (e.g., intensity, intention) are weighted based on perspective 
(Helion et al., 2020). Beyond simply being motivated to perceive themselves as moral, people’s 
memory may assist in maintaining a positive moral self- view: forgetting the harms we have done 
to others and highlighting the harms they have done to us (thus making the self relatively more 
moral in comparison). Critically, maintaining a positive moral self- view does not happen in a 
vacuum –  people are embedded in their relationships to others. In addition, these other people pro-
vide a variety of inputs in defining and refining a moral self- view, both through their responses to 
our moral actions and their own moral actions.

An interpersonal framework for understanding moral self- views

The focus of this chapter will be on the interpersonal processes that allow us to think of ourselves 
as moral. As a framework for understanding the interpersonal processes involved in developing 
and maintaining moral self- views and self- concepts, we can consider two broad categories: others’ 
reactions to our own morally- relevant behaviors (i.e., how people think about what I have done) 
and the morally relevant behaviors of others (i.e., how what other people do reflects upon my own 
behavior) (see Figure 25.1). Within each of these categories, we can examine both moral actions (i.e., 
doing good) and immoral actions (i.e., doing bad). This framework organizes multiple streams of psy-
chological processes to understand the interpersonal nature of our moral self- views (see Table 25.1).

This table summarizes our framework for understanding interpersonal influences on moral 
self- views. Different rows refer to the particular person that has performed a moral behavior, 
along with a complementary observer who is reacting to that behavior. Different columns refer to 
whether the morally- relevant behavior was moral and prosocial or immoral and antisocial.

Reactions to our actions

Consider the last time you did something morally good (or morally questionable). How did others  
react to you and your behavior? Morally relevant behavior is sometimes met with some form of  

Table 25.1 Interpersonal influences on moral self- views  

Moral behavior Immoral behavior

Others’ reactions to your … 
behavior

-  Feeling self- affirmed (e.g., from 
receiving praise)

-  Feeling guilt and embarrassment 
(e.g., from receiving blame)

Your reactions to others’ … 
behavior

-  Feeling virtuous/ moral (e.g., 
through vicarious self- concepts 
as a result of others’ action)

-  Feeling elevated/ inspired by 
others (e.g., experiencing 
awe from their exceptional 
behavior)

-  Feeling threatened and reacting 
negatively (e.g., derogating 
highly moral others)

-  Feeling virtuous/ moral (e.g., from 
condemning others)
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feedback: approval and praise for doing good or disapproval and condemnation for doing bad. Such  
feedback (even if only anticipated; Ellingsen & Johannesson, 2008) can act as a direct learning  
mechanism, serving to reinforce positive behaviors and discourage negative behaviors (e.g., Choi  
& Ahn, 2013; Stajkovic & Luthans, 2003). Additionally, moral feedback can serve communicative  
functions, whereby the very presence of feedback acts a signal to the receiver on what the desired  
behavior is (Ho et al., 2019; Sarin et al., 2021). Receiving moral feedback from other people can  
therefore shape both our own future behavior but also how we think of ourselves morally, in light  
of how others seem to think about us.

Reactions to morality: positive self- esteem and praise

After performing some good deed, our moral behavior may be met with praise or approval from 
others. In this way, moral praise can provide direct feedback (and reinforcement) to moral agents 
about their positive behavior. When others praise us, this both feels good as a social reward and 
reaffirms a positive moral self- view. Other people seem to like what we have done morally, so 
that must mean that we are morally good. This idea stems from research on self- esteem, in par-
ticular the “sociometer” hypothesis of self- esteem (e.g., Leary et al., 1995). Under this account, 
our experience of self- esteem is our assessment of how much other people seem to like us (i.e., 
accept or reject us as a social interaction partner).

However, the way in which moral praise is expressed likely plays an important role in exactly 
how the moral self- view is modified. For example, marketing messages that praise customers 
for their good deeds can increase subsequent self- interested and self- indulgent behaviors through 
changes in one’s self- concept (Kouchaki & Jami, 2018). In addition, developmental research has 
found that morally praising a child’s self and identity (e.g., “you are such a good helper”) may 
increase subsequent helping behavior compared to praising a child’s action (e.g., “you did such a 
good job helping”; Bryan et al., 2014). Thus, self- directed praise may offer a benefit over action- 
directed praise in encouraging future moral behavior. However, praising a child for being a “good 
helper” can hinder children’s subsequent moral behavior if the child encounters obstacles that 
cause them to fail at their goal of helping (Foster- Hanson et al., 2020). Assuming such results 
replicate with adults, this research suggests that interpersonal feedback to our moral behavior is 
contextually dependent based on how it is expressed, with implications for our future behavior 
and self- views.

Reactions to immorality: guilt, embarrassment, and blame

Inevitably, we all do things that might harm someone else. If we are caught and reprimanded 
by others for our harmful behavior, moral emotions like guilt, embarrassment, and shame may 
be triggered (Eisenberg, 2000; Tangney et al., 2007). Such emotions may serve to redirect and 
“recalibrate” the offender’s moral judgments and future moral behavior so as to protect one’s 
moral self- views. Agents who experience more embarrassment tend to behave more prosocially 
than those less prone to embarrassment, and observers treat embarrassed targets as more prosocial 
(Feinberg et al., 2012). Embarrassment in response to an external sanction may also form a kind 
of internal sanction that focuses attention on what went wrong and revises how the agent makes 
such decisions in the future (Warren & Smith- Crowe, 2008). Thus, direct feedback from others to 
our own moral behavior may actually cause shifts in perceptions of the moral self so as to avoid 
such image threats in the future.
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What happens if people don’t respond to our immoral behavior? As indicated above, people 
often downplay or even forget their own misdeeds (Helion et al., 2020; Kouchaki & Gino, 2016; 
Shu et al., 2011). At the interpersonal level, we argue that a similar failure to speak up may also 
occur: Even if someone transgresses, social concerns may cause others to refrain from extending 
negative feedback, allowing people to maintain a positive view of the self. For example, those in 
leadership positions often do not receive candid feedback from subordinates regarding their uneth-
ical decisions, freeing them to make ever more selfish decisions (Oc et al., 2015).

Why might people feel disinclined to provide proper negative feedback? Recent research 
suggests that moral blame and condemnation likely have greater potential interpersonal costs than 
positive feedback like praise (for a review of differences between praise and blame, see Anderson 
et al., 2020). For example, blame that is considered unjustified or miscalibrated can result in retali-
ation and resentment (Aquino et al., 2001; Dreber et al., 2008) and lower group commitment 
(Podsakoff et al., 2006) from the accused party. Even blame that is viewed as deserved by third 
parties may feel undeserved by the recipient –  as has been argued above, people frequently judge 
their own misdeeds as less blameworthy than the misdeeds of others (Elshout et al., 2017; Stillwell 
et al., 2008). In addition, blaming others opens a person up to potential accusations of hypocrisy 
if they engage in that same behavior (Jordan et al., 2017). In comparison, positive moral feedback 
like praise is relatively costless: people enjoy receiving praise and the consequences for errone-
ously applied praise are minimal. All of these reasons can lead to people to more narrowly assign 
blame for misdeeds compared to praise for equivalent positive acts (Schein et al., 2020), meaning 
that people may not always receive the negative moral feedback that would be appropriate. This 
relative lack of negative moral feedback from others may thus allow people to maintain a positive 
view of their moral standing, even after behaving immorally.

Others’ actions

Moral behavior is all around us (Hofmann et al., 2014). On the way to work, we might see a driver 
hit a parked car and then drive off without leaving any note. On the news or social media, we might 
read about corrupt politicians and activists campaigning for justice. When we are with friends, we 
might gossip about what another friend did (or perhaps failed to do). Other people and their moral 
actions can serve as normative influences, demonstrating what others tend to do morally, and as 
moral examples to be either praised and mimicked (if positive) or condemned and shunned (if 
negative). In both cases, interpersonal processes are at play that can both influence our own moral 
self- views and trigger motivational processes to maintain a positive moral self- view. As a general 
note, how we process the moral behavior of others (both positive and negative) is filtered through 
the lens of our own moral self- concept and identity (Helzer et al., 2022) –  even at the neural level, 
our moral self influences how we automatically process information about moral events (Pletti 
et al., 2019). As a starting disclaimer then, the impact of others’ moral behavior on our self- views 
is partially a function of our own moral self- views.

Moral actions: exemplars, vicarious self- concepts, and reactance

We often want to affiliate, cooperate, or otherwise be associated with others who behave morally. 
We like and respect moral people, and attaching ourselves to them can then potentially reflect well 
on us. Such moral exemplars can serve as guides and targets of inspiration, allowing us to refine 
our moral self- view in light of how others morally behave. The prosocial behavior of others can be 
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contagious and serve as a form of normative influence on how people tend to and should behave and 
thus benefits their moral self- views. For example, people donate more to charity if they hear that 
others have already done so (Shang & Croson, 2009). In addition, prosocial conformity need not 
be limited to the specific modeled behavior but can also extend to other prosocial behavior (Nook 
et al., 2016), suggesting that such enriched moral self- views may be quite expansive. However, 
the extent to which exemplars influence our own morality likely depends on the relationship to 
and nature of the exemplar and the behavior. Motivation to engage in voluntary prosocial behavior 
was more effectively promoted by relevant and attainable moral exemplars (i.e., exemplars that 
are similar to the agent with behavior that is relatively easy to achieve) than irrelevant or less 
attainable moral exemplars (Han et al., 2017). People can also experience “moral elevation” and 
awe in response to others’ exceptional acts of moral goodness, and such experiences can directly 
impact moral identity and self- views (e.g., Aquino et al., 2011). This suggests that by surrounding 
ourselves (or at least orienting towards) individuals we view as relevant moral exemplars can be 
morally motivating and help in refining our self- view as a moral individual.

Beyond just serving as guides for our own moral behaviors, others’ prosocial actions can also 
trigger motivated reactions in observers to regulate and maintain their own positive self- view. For 
example, past research has identified a moral licensing effect, whereby individuals behave more 
unethically after previously behaving ethically (for a meta- analysis on the effect, see Blanken 
et al., 2015). Additional research has found that such effects can even occur at the interpersonal 
level through vicarious licensing –  the positive behavior of another group member may allow indi-
viduals to then behave more unethically (Kouchaki, 2011). As noted above, our moral selves can 
have a vicarious component whereby other people are part of those moral selves. This suggests 
that our moral self- views are not only influenced by those around us but may even partially include 
how we view those around us –  if we are members of the same group or socially close, their 
behavior can serve as our own moral credentials.

In contrast to the positive influences described above, one alternative method by which 
observing another’s prosocial behavior can trigger motivated regulation is through potential 
backlash against the moral agent. For example and counter- intuitively, high cooperators are 
often punished, usually by low cooperators so that they themselves don’t look bad in comparison 
(Pleasant & Barclay, 2018). In general, extreme do- gooders may be threatening to the moral self- 
view and thus also receive derogation, criticism, and ridicule by others (Minson & Monin, 2012). 
When faced with the extremely positive moral behavior of others, instead of being inspired by such 
agents, individuals may instead react negatively in order to preserve their own moral standing, 
both to themselves and to others.

Immoral actions: condemnation, downward comparison, and gossip

Unfortunately, people often behave immorally –  harming or cheating others or otherwise failing 
to meet common ethical standards. Assuming the moral agent meets certain levels of perceived 
responsibility and intentionality, people frequently condemn and blame such actions (Malle et al., 
2014), which can often lead to punishment and sanctions levied against the agent (e.g., Cushman, 
2008; Fehr & Gächter, 2000; Hofmann et al., 2018; McAuliffe et al., 2015). In this way, when 
faced with the immoral behavior of others, people may both physically and psychologically dis-
tance themselves from the immoral agent so as to not be associated with them –  allowing them to 
protect their moral self- views. Engaging in third- party punishment may even serve to signal one’s 
own moral goodness (Jordan et al., 2016). Distancing from and explicitly condemning immoral 
agents may thus be one way with which people work to preserve (and signal) their own positive 
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moral self- view –  they are moral both in comparison to that harmful person (often because of 
motivated processes; Barkan et al., 2012) and because they have expressed condemnation or a 
desire to punish that harmful person.

People may also be especially prone to downward comparisons in the moral domain, comparing 
themselves against those that they feel are less moral, often as a means of preserving their own 
self- esteem (Fleischmann et al., 2021). It is also worth highlighting that how people evaluate the 
immoral actions of others is different from how they evaluate their own immoral actions (Tappin 
& McKay, 2017). When thinking about their own misdeeds people tend to be much more flexible 
in their moral thinking and less inclined to endorse generalized moral principles (e.g., stealing is 
wrong) than when considering the misdeeds of others (Stanley et al., 2021). As alluded to above, 
even the way in which people consider the immoral behavior of others, compared to their own 
moral behavior, allows them to maintain a positive view of their own moral standing.

At the interpersonal level, gossip seems especially important for understanding the influence  
of immoral others on our self- views. Gossip is necessarily comparative in nature (for a review,  
see Wert & Salovey, 2004) –  when gossiping, we compare what someone has done to what others  
have done or what that person should have done. To the extent that the shared information is true,  
gossip likely aids in our ability to gain information about others (both the gossiped- about regarding  
what they did and the gossiper regarding what they may value) and about ourselves in relation to  
these others (e.g., Feinberg et al., 2012). For more discussion on the role of social reputations  
(as informed by gossip) in adapting moral behavior, please see Beersma et al., Chapter 21 of this  
volume. As we will discuss in more detail below, gossip and moral conversations are a relatively  
underexplored area of research that may yield important insights about how moral norms are trans-
mitted along social networks and in how people develop their moral self- views (e.g., Fernandes  
et al., 2017).

Figure 25.1  Moral behavior, moral self, and immoral behavior.
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Directions for future research

As we have indicated above, there is still a great deal of research to be done in the space of 
interpersonal approaches to moral self- views. We believe that the uniquely social aspect of this 
approach offers a guiding framework for new research to better understand how people form and 
maintain positive moral self- views. We highlight two general approaches below.

Moral conversations

A promising avenue for future research involves moral conversations -  how, when, and for what 
purposes do people talk to each other about moral matters? How do such moral discussions shape 
our moral beliefs, attitudes, and sense of self? Morality is not simply about the overt actions that 
people do to each other, but includes the words and language that people express to each other 
(Bollich et al., 2016). There is some work on moral conversations with children that highlights the 
importance of parents having moral conversations with their children to encourage moral develop-
ment (Recchia et al., 2014; Reese et al., 2007). However, additional work should investigate how 
moral instruction like this may continue into adulthood and how same- age peers (both children and 
adults) converse with each other about moral guidelines.

As mentioned above, moral gossip (e.g., Feinberg et al., 2012; Fernandes et al., 2017) is 
one form of moral conversation, but moral conversations can also be more broadly construed, 
including discussion of moral disagreements (e.g., having a moral argument), direct expressions of 
moral feedback (e.g., approval or condemnation), moral persuasion (e.g., attempting to convince 
another person to hold the same moral position), and moral advice- seeking (e.g., seeking advice 
from another person on moral matters). As such, conversation and other linguistic expressions can 
be both a vehicle for discussing morality (e.g., two people expressing their opinions on a moral 
topic) and act as a moral behavior itself (e.g., one person emotionally harming another person by 
verbally insulting them). We briefly highlight two specific topics: moral disagreements and moral 
advice- seeking.

Moral disagreements may arise for a variety of reasons. People may agree that a global or 
social problem requires a solution but disagree on which solution will produce the most good 
while minimizing harm. Alternatively, people may even disagree on whether such a problem 
exists, based on differing standards of benefits and harms. However the disagreement arises, such 
arguments may likely evoke strong emotions, given how strongly people feel about their moral 
beliefs (Skitka, 2010). For understanding moral disagreements, a related body of work exists in 
political disagreements. For example, work on political conversations amongst family members 
has found that cross- ideology conversations (i.e., discussions between people of opposing political 
beliefs), compared to within- ideology conversations, are often more contentious and shorter (Chen 
& Rohla, 2018; Frimer & Skitka, 2020). Given that political beliefs and moral beliefs are often 
linked together (e.g., Everett et al., 2021; Hatemi et al., 2019; Schein & Gray, 2015), these findings 
suggest that moral disagreements may consist of equally contentious and short conversations. For 
more discussion on the interplay between moral attitudes and politics, please see Bauman and 
Helzer, Chapter 10 of this volume. Open questions remain regarding how such disagreements may 
serve to reinforce one’s own moral self- view: in contrast to the person you are disagreeing with, 
your own moral principles may stand out as being more righteous in comparison. Alternatively, 
moral disagreements may spark genuine moral change and updating –  understanding the conditions 
under which disagreements lead up to updating and revising one’s moral views also offers a prom-
ising direction for future research.
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Along similar lines, moral conversations can take the form of advice giving and receiving, 
whereby one individual seeks out –  and another person conveys –  advice, wisdom, or guidance. 
In times of uncertainty or with ambiguous decisions, people may seek advice from a trusted friend 
or colleague, from a family elder, or from a religious or spiritual leader. There is a great deal of 
research in general judgment and decision- making to understand when, why, and from whom 
people seek advice (e.g., Barnett White, 2005; Gino, 2008; Gino et al., 2012). Such insights 
can likely be applied to understanding moral advice seeking as well. However, one potential, 
underexplored difference between getting advice about, say, what product to purchase versus what 
ethical decision to make is that the latter may include a more generalizable principle or social 
norm. That is, moral advice could take the form of a universalizable rule about how to make a deci-
sion both in this context and in other contexts, while nonmoral advice may include such rules less 
frequently. Thus, understanding when and how people incorporate the moral advice of others, as 
a form of moral conversation, may prove an especially potent role for understanding how people 
revise their moral self- views.

Integrating across multiple levels of analysis

This chapter has focused on the interpersonal level of analysis for understanding how people 
form and maintain moral self- views. While we believe that this approach is especially potent 
for understanding moral self- views due to the strong social influences on self- views, it is just 
one level of analysis. Additional research should investigate how within- person processes (e.g., 
memory and attention; Helion et al., 2020; Kouchaki & Gino, 2016) interact with between- 
person processes. For example, do people also experience unethical amnesia when considering 
the misdeeds of close others (e.g., romantic partners, family members)? What aspects of moral 
conversations do people remember and how are such conversations integrated into how people 
form their moral self- view? Expanding to the group level, research may also consider the role of 
moral circles, or how “far” and to what degree do individuals extend moral concerns to others 
(e.g., Graham et al., 2017; Waytz et al., 2019). Individuals who draw relatively tight moral 
circles around themselves (compared to those who draw relatively more expansive circles) may 
hold more positive self- views of their morality, as there are comparatively fewer individuals to 
have moral concerns about. We believe that integrating across multiple levels of analysis and 
employing a diversity of theoretical approaches and methods (e.g., cultural, developmental, 
social network analysis) will be especially fruitful and helpful for the emerging study of moral 
self- views.

Conclusion

Compared to other aspects of human psychology, moral self- views are particularly subject to 
social and interpersonal processes. Such interpersonal processes are often recruited to serve 
motivational aims, allowing individuals to maintain a positive view of their moral self. To under-
stand how such processes can occur, we provide an interpersonal framework that considers 
reactions from different agents to behaviors of different valences. We note that different psycho-
logical processes are at play based on whether the moral agent is the self or another person, and 
whether the morally relevant act is positive or negative. Looking ahead, we believe that there is 
more work to be done –  we are especially excited by emerging work on moral praise and other 
forms of direct moral feedback, moral conversations, and attempts to integrate across multiple 
levels of analysis.
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THE INTRAGROUP LEVEL

Morally motivated intragroup deviance and dissent

Jolanda Jetten and Charlie R. Crimston

Abstract

What motivates a moral rebel? Why do whistleblowers risk it all for their cause? In this chapter, 
we take a deep dive into the morally motivated reasons why individuals defy group pressures to 
conform and engage in intragroup dissent. Contrary to early social psychology narratives around 
the sheep- like nature of group members, there is considerable evidence that individuals will con-
sciously deviate from group norms for moral reasons. For instance, rebels might risk group pun-
ishment and expulsion to stay true to their personal moral convictions or highly identified group 
members might be driven to challenge the status quo because they feel that is the right thing to do. 
We also discuss the varied ways in which groups respond to moral rebellion, including when rebels 
are more (e.g., they threaten a group’s identity) or less (e.g., when they raise the moral image of 
the group) likely to be punished for their ‘transgressions’.

 • People’s moral self- views are impacted by intragroup dissent on the morality of group norms.
 • Group members who consciously and deliberately deviate from group norms for moral reasons 

are ‘moral rebels’.
 • Group members can become moral rebels because of personal reasons such as their moral 

concerns, or because of group- related reasons such as their position in the group
 • Moral rebellion is likely to be punished by the group when it seems to threaten the group’s 

identity.
 • Moral rebellion can be welcomed when it liberates other group members, raises the moral 

image of the group, or contributes to group success.

Introduction

While early work in social psychology promoted a narrative around the sheep- like nature of group 
members (expressed as blind obedience and conformity, Asch, 1956; Milgram, 1963), there is 
considerable evidence that group members frequently engage in deviance and dissent within the 
group. For instance, group members blow the whistle on malpractices in the group or they decide 
to prioritize moral standards over conformity to group norms. In these instances, rather than being 
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driven by nefarious means, dissent and deviance seem to be motivated by a desire to ‘do the right 
thing’. Such intragroup rebellion represents an attempt to live up to a higher moral standard (Jetten 
& Hornsey, 2014). Consistent with this reasoning, a substantial body of recent work highlights 
how intragroup deviance and dissent are not just normal and healthy aspects of group life, but –  in 
particular when a group is on a path of running off course –  are at the core of a group’s ability to 
restore a group’s moral status or realign its moral compass (Jetten & Hornsey, 2014; Packer, 2008).

In this contribution, we focus on processes within groups (i.e., intragroup processes) and we 
define moral deviance and dissent as group members who consciously and deliberately deviate 
from group norms for moral reasons (i.e., moral rebels). Drawing on a broad body of empirical 
findings (including our own), we aim to answer two questions relevant to the impact of moral 
rebels on people’s self- views. First, why might group members become moral rebels? Second, 
how do other group members respond to moral rebels in their midst? We finish this contribution 
by outlining directions for future research and highlight the important role moral rebels play in 
social change initiatives.

Why group members might become moral rebels

What makes people want to defy group pressure to conform and become moral rebels? This 
question is not easy to answer because research on rebels has typically focused on rebels more 
generally (i.e., those that break generic group or societal norms) with only a handful of studies 
looking at morally motivated rebellion. Moreover, the two sets of findings may not simply gener-
alise across these different forms of non- conformity because there are some important differences 
between ‘ordinary rebels’ and ‘moral rebels’. For instance, the large body of work on dissent 
and deviance more generally has often assumed that individuals are mostly accidentally placed 
in the rebel role. In other research it has been proposed that these individuals become deviants 
because they fail to live up to important group goals (e.g., black sheep), they simply do not care 
about conforming to group norms because the group is not important to them (see Packer, 2008), 
they want to express their difference, individuality and uniqueness (Jetten et al., 2001), they do 
not necessarily want to be included in the group and therefore do not feel the need to conform 
(Ellemers & Jetten, 2013), or because norm violations are associated with tangible rewards, 
making the costs of punishment less of a deterrent (e.g., crime, fraud, see Jetten & Hornsey, 2011; 
2014 for an overview of motives).

While these motivations may explain many forms of deviance and dissent, we argue that moral 
rebels are different from ‘ordinary’ deviants and dissenters in that moral rebels actively take a 
stance against the group and they often have deliberately chosen to play the role of rebel within 
the group as a way to challenge the moral self- views of its members (see Monin & O’Connor, 
2011). We propose that moral rebels intentionally deviate from group norms and, crucially, their 
dissent and deviance imply not just difference from group norms but active defiance against those 
norms (Monin & O’Connor, 2011). As a result, individuals may not necessarily see themselves 
as victims who are unable to live up to the norms of the group or society, but as those at the fore-
front of social change. Consider, for example, Swedish Greta Thunberg, Australian Grace Tame, 
or Dr Martin Luther King in the US –  all individuals whose activism (calling out climate change 
inaction, sexual violence against women, or racism, respectively) represents principled or moral 
objection of current group practices and their dissent and deviance is aimed at demanding group 
or societal change for moral reasons. For these moral rebels, their activism is not motivated by 
nefarious desires or personal gain motives but by aiming to be a force for good and moral improve-
ment within groups and society at large. These individual’s moral rebellion and their deviance and 
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dissent should be seen as a reflection of (a) personal moral beliefs, (b) high group identification 
with their group or society at large, or both. Let us unpack these arguments in more detail.

(a) Moral rebellion for personal reasons

Starting with personal reasons for moral rebellion, there are several processes that may motivate 
these rebels. First, people might deviate or dissent because, in relation to a particular issue, they 
feel it is more important to act in accordance with their personal moral convictions than to fall in 
line with (potentially outdated) group norms (Hornsey et al., 2003; Monin et al., 2008; Skitka & 
Mullen, 2002). For example, people might resist expressing racist comments in the face of group 
pressure to go along with them or they might call out group practices they perceive to be harming 
someone else in line with personal moral norms. In two studies examining moral attitudes toward 
gay law reform and toward an Australian government apology to First Nation Australians for 
past wrongdoing, Hornsey et al. (2003) found that individuals with a weak moral basis for their 
attitudes were more likely to publicly conform to group norms, whereas those with a strong moral 
basis for their attitudes were more likely to publicly challenge group norms. The latter finding 
was stronger for group members who only identified weakly with the group. In contrast, those 
who identified more strongly with the group –  presumably because they were more concerned 
with showing ingroup loyalty –  were more willing to express opinions that ran counter to their 
privately held moral convictions. It appears, as Hornsey et al. (2003) argued, that those with a 
stronger moral basis for their views (and those who are less identified with the group) were keen to 
signal to other group members (who disagreed with them) what they stood for even if that meant 
facing ridicule and rejection for being different and standing out. This process was also described 
in Milgram’s obedience studies reporting on participants who refused to go to the highest shock 
levels justifying their resistance by referring to moral mandates: “I’d like to continue, but can’t do 
that to a man” or “I can’t go on with this; no, this is not right” (Milgram, 1963, p. 376).

Second, in addition to the extent to which a particular topic is moralized for an individual, we 
can also assess the breadth or expansiveness of an individual’s moral concern toward others (see 
Crimston et al., 2018). That is, individuals may differ in the extent to which they feel that moral 
standing applies more broadly beyond ‘traditional’ boundaries. For instance, they may perceive 
their moral concern should not just be reserved for ingroup members (e.g., family and friends) 
but extend it to include outgroup members, diverse entities such as animals, plants and even 
villains. In fact, some may decide to flip the script entirely by prioritizing the needs of distant 
entities (e.g., animals and ecosystems) over those generally considered more proximal (e.g., vul-
nerable human groups; Rottman et al., 2021). In line with this conceptualization, Crimston, Bain, 
Hornsey, and Bastian (2016) developed the Moral Expansiveness Scale to assess the relative size 
of an individual’s moral world. They found that individuals with expanded moral circles showed 
higher prosocial intentions and willingness to prioritise humanitarian and environmental concerns 
over personal and national self- interest. Such individuals were also more likely to be willing to 
make costly personal self- sacrifices and engage in volunteering to comply with their own moral 
mandates. Put differently, those with more expansive moral circles define their ingroup as more 
inclusive whereby everyone within the moral circle is defined as ‘one of us’ and therefore worthy 
of protection even if that comes at a high personal cost. It follows that such individual- level moral 
rebellion is not so much driven by an obligation to adhere to specific moral norms, but by the 
extent to which they perceive that all entities in the world are within their moral circle and thus 
deserve to be treated with care and consideration. In this sense, these individuals may hold up their 
own moral self- views for other group members to follow.
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Finally, we would like to draw attention to impostors who represent a specific form of moral 
rebel. That is, to obtain social or financial advantage, these individuals break group norms by 
passing themselves off as genuine group members even though they do not meet criteria for group 
membership (e.g., someone claiming to be a vegetarian but secretly eats meat; Hornsey & Jetten, 
2003). In other words, impostorism allows people to cross what are normally impermeable group 
boundaries (e.g., race or class; Griffin, 1977) and is a way to obtain access to groups, professions 
or classes that could not be legitimately claimed otherwise. Being an impostor rebel  can be said to 
be morally defiant in that these individuals lie about who they truly are because they see barriers 
for belonging to the group as illegitimate restrictions to their preferred self- views whereby their 
defiance reflects attempts to ‘right a wrong’. Interestingly too, impostorism is different from other 
types of moral rebellion in that the impostor’s rule- breaking is hidden from others. This form of 
deviance is often only apparent and public if/ when the impostor is unmasked. Given that impostors 
often violate various normative expectations and rules (e.g., it is wrong to lie about who you 
truly are, or to illegitimately claim membership in a group that prides itself in holding high moral 
standards), as we discuss further below, their transgressions may evoke strong responses from 
other group members, even if they are morally justified (e.g., because current criteria for group 
inclusion are unfair).

(b) Moral rebellion for reasons relating to group concerns

Moral rebels’ behaviour may also be driven by group concerns. In particular, group members may 
engage in moral rebellion in an attempt to align or redefine group norms and beliefs in line with 
their own morally mandated beliefs about right and wrong (see Skitka & Mullen, 2002; Skitka 
et al., 2005). They may also seek to change group norms or behaviour that they see as detrimental 
to group functioning. In such cases, group members may dissent because they care for the group 
and are concerned about the course of action that other group members are taking (e.g., see Packer, 
2008). In these contexts, it is concern about norm violations within groups or group functioning 
more generally that lead highly identified individuals to challenge the status quo in ways that 
may represent less of a choice and more of a moral imperative (Ellemers & Jetten, 2013; Jetten & 
Hornsey, 2014).

Such motives may underlie the behaviour of whistleblowers –  group members who are willing 
to publicly or privately disclose rule violations by other individuals or by the group to outsiders, 
often at substantial personal risk (Mesmer- Magnus & Viswesvaran, 2005). For example, a med-
ical doctor may notice that her colleagues are breaking codes of conduct by not treating a ter-
minally ill patient and report them, or a bank employee may disclose to official regulators that he 
discovered irregularities in the bank’s financial transactions. In these instances, individuals need to 
decide whether norm violations within the group should be reported or whether, perhaps for fear 
of repercussions, it is better for them to keep quiet about the fact that an important rule or norm 
has been violated. Here whistleblowers have to weigh up the costs versus benefits of their actions 
(Gundlach et al., 2003) because, as we will outline further below, they are seldom heralded as 
heroes by other ingroup members –  whose self- views they challenge.

Ironically, it is at times easier for those at the periphery of the group to engage in moral rebel-
lion than it is for those at the core of the group. This is because occupying a marginal position 
within the group may make it easier for individuals to challenge group norms (Packer, 2008) 
because they do not attract the limelight as much as core group members. That is, their non- 
conformity might be less likely to be noticed which, at times, allows them to successfully enact 
their moral mandates to drive positive group change (Ellemers & Jetten, 2013). However, it is 
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also important to consider that, whether core or peripheral, most group members are reluctant to 
become a moral outcast in their group (Ellemers et al., 2013; van Nunspeet et al., 2015). Indeed, 
given the importance of seeing the self as a loyal group member and the risks associated with 
challenging group norms, it is likely that individuals will avoid being the moral rebel in their 
group whenever possible. To better understand this point, it is constructive to examine contexts 
when people would like to deviate and dissent but decide against such action and instead (at least 
publicly) conform to group norms. It has been found that such strategic conformity is particularly 
likely to occur when dissent might jeopardize acceptance or support from other group members 
(Jetten et al., 2003; Matz & Wood, 2005), when addressing a high status audience who can affect 
an individual’s outcomes (Jetten et al., 2006) or when costs of dissent are perceived to be too high 
because responses are public rather than private (Barreto & Ellemers, 2000; Jetten et al., 2010). 
One of the few studies concerned with moral rebellion intentions looked at whether newcomers 
are more likely to blow the whistle than old- timers when confronted with rule violations by other 
ingroup members (i.e., rule violations that are morally not condoned). In a study examining rule- 
breaking among rugby- players (e.g., witnessing dirty tackles on the field that have gone unnoticed 
by a referee), compared to old- timers, newcomers’ whistleblowing intentions were more sensitive 
to the social context when confronted with rule violations. Newcomers were more likely to blow 
the whistle when the audience was high status, and when there was little risk of alienating other 
ingroup members. Newcomers refrained from whistleblowing when an ingroup rule breaker had to 
be directly confronted, presumably because the perceived costs of doing so exceeded the potential 
benefits of ingratiating oneself to the high status audience. In contrast, old- timers expressed rela-
tively high whistleblowing intentions regardless of the context.

Interestingly too, while it is mostly those lower in group identification or newcomers who will 
engage in strategic conformity whereby they fail to enforce and live up to moral group norms, 
higher identifiers or old- timers might also decide to turn a blind eye to rule violations. Such so 
called “uneasy conformity” might occur when group members perceive that the group has been 
harmed due to the violation of norms or when they are concerned that the moral dissent and rebel-
lion that is needed to call out the rule- breaking might not be effective in bringing about desired 
social change (Packer, 2008).

All in all, it is clear that there are myriad justifications for moral rebellion, some motivated by 
personal reasons and some driven by a concern to stop rule violators in the group from harming 
group interests. In the latter case, it is important to be mindful of the broader context and intragroup 
dynamics that determine whether moral rebellion might occur. Whether moral rebels decide to call 
out moral norm violations depends, among other things, on whether responses are public or pri-
vate, the intragroup position of the group member to be reprimanded, the intragroup position of the 
moral rebel and the level of group identification with the group (see Figure 26.1).

Responses to moral rebels

Moral rebellion may come at a cost. In the interpersonal domain, research has shown that moral  
dissenters can face rejection if their rebellion threatens the positive self- image of individuals who  
choose not to rebel (Cramwinckel et al., 2015; Monin et al., 2008). This is particularly likely  
to occur if moral rebels present themselves as morally superior to those who decide to endorse  
the status quo (Ellemers & Jetten, 2013; Skitka et al., 2005). Within groups (i.e., in intragroup  
contexts), there is evidence that moral rebels may at times face rejection, but at other times they  
encounter admiration. What then are conditions under which moral rebels will be condemned and  
face negative responses from other group members, and what are the conditions under which they  
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might be silently condoned or even actively encouraged to engage in moral rebellion by others in  
the group?

When moral rebellion is MORE likely to be punished by the group

There are several reasons why moral ingroup rebels might face rejection from the group for 
their rebellious behaviour. Most importantly, moral rebels may face negative responses, hostility 
and downgrading from other ingroup members when their behaviour is seen as threatening the 

Figure 26.1  Questions to consider that might help to determine the drivers of why someone becomes a 
moral rebel.
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positive identity or image of the group (see Brambilla et al., 2013). This is typically the response 
to whistleblowers –  those who expose the failings of the group to live up to moral standards. These 
individuals face criticism, are often portrayed as disloyal, a snitch, and receive little support for their 
actions from other ingroup members (Near & Miceli, 1995). The extent to which whistleblowers 
are downgraded by others in the group is often a direct result of the extent to which they are seen 
to threaten and weaken group identity and whether the group is perceived as being able to sur-
vive the process of being exposed as harbouring rule breakers. This response may be rather ironic 
because whistleblowing is often an act of loyalty or high identification with the group, motivated 
by a wish to bring group members who violate important group norms back in line. Nevertheless, 
the perceived costs of hanging out the dirty laundry may, at times, be seen to exceed the benefits 
of enforcing group norms that all members are expected to subscribe to, thus triggering harsh con-
demnation of the moral rebel (Gundlach et al., 2003).

When moral rebellion is LESS likely to be punished by the group

However, there are also instances when moral rebels may be tolerated, accepted or even admired 
for taking their principled, yet risky, moral stance. Moral rebels may encounter such responses 
by other ingroup members when they (a) are seen to raise the moral image of the group as a 
whole (Ellemers et al., 2012), (b) liberate other group members from the pressure of conformity 
or obedience to immoral norms and demands (Asch, 1956; Monin & O’Connor, 2011), (c) when 
ingroup members benefit personally from the rebel’s transgressions (Bocian & Wojciszke, 2014), 
or (d) when the moral rebel may be essential to group success and backing them serves a strategic 
purpose of progressing the collective (e.g., Abrams et al., 2008; Ellemers & Jetten, 2013; Morton 
et al., 2007).

Broader group norms also determine how other group members respond to moral rebels. In 
particular, some groups might take the moral high ground and their perceived moral superiority 
might make them blind to the digressions of individual group members who break moral codes of 
conduct (e.g., failure by the Catholic Church to punish sexual abuse by priests). For instance, Iyer, 
Jetten and Haslam (2012) found that group members who have taken the moral high ground differ 
in their judgement of the extent to which deviant behaviour is damaging and should be punished, 
compared to groups that do not place themselves on a moral pedestal. Indeed, in particular, when a 
group takes a priori a moral stance, group members are more likely to struggle in determining the 
appropriate response to those who break that moral norm. As Erikson (1966) argues, such norm 
transgressions are difficult to navigate for group members because they are so bound up with the 
core identity of the group. In Erikson’s words:

The thief and his victim share a common respect for the value of property; the heretic and 
the inquisitor speak much to the same language and are keyed to the same religious mys-
teries; the traitor and the patriot act in reference to the same political institutions, often use 
the same methods, and for that matter are sometimes the same person.

(1996, p. 20)

Because of this, when a group that claims the moral high ground is confronted with a transgres-
sion against this moral norm, group members may find it difficult to detect that wrongdoing has 
occurred because the high moral position is immune to doubt or challenge.

Iyer, Jetten and Haslam (2012) tested this reasoning in two studies where academics were 
presented with a scenario asking them to consider and evaluate a hypothetical ingroup member 

 

 

 

 

 

  

 

 

 



287

Intragroup level: intragroup deviance and dissent

who violated ethical principles in his research (Study 1) and among British undergraduate students 
who were asked to evaluate British soldiers who violated rules of war when they abused prisoners 
of war in Iraq (Study 2). In both studies, moral group superiority was manipulated. In Study 1, 
moral superiority condition participants were told that the psychology department prides itself on 
the high ethical and moral standards it adheres to. In Study 2, participants in the moral superiority 
condition read about the “superior moral conduct” of the British armed forces relative to other 
countries, stating that “British soldiers are trained to treat people from other cultures with dignity 
and respect, and are required to follow the codes of the Geneva Convention when on active duty.” 
Both studies included control conditions where only factional information was presented and there 
was no mention of the moral superior stance of the ingroup.

In both studies, results showed that when the ingroup was not presented as taking the moral 
high ground, high and low identifiers did not differ in their evaluations and punishment of the rule 
breakers. However, when the ingroup was in a position of perceived moral superiority, high and 
low identifiers responded in markedly different ways to the rule breaking. Specifically, those who 
were less identified with their university department (Study 1) and those less identified as British 
(Study 2) were more likely to report the inconsistency between the rule breaker’s behaviour and the 
high moral stance of the group. However, in both studies, those higher in social identification (with 
the university or country) perceived the rule breaking as less damaging for the group and evaluated 
the rule breaker more positively. In Study 2, when it came to assigning punishments to the three 
British soldiers who were charged with abusing Iraqi prisoners, low identifiers recommended a 
harsher punishment for the rule breakers than did the high identifiers. Taken together, the results 
suggested that high identifiers were more forgiving of rule breaking than were low identifiers 
when the group claimed the moral high ground. High identifiers appeared to see the rule breakers 
as generally good people whose rule breaking constituted an isolated action. For them, the group’s 
position of moral superiority appeared to act as a protective buffer limiting the negative impact of 
group members’ rule breaking.

Other research has shown that high identifiers are far less forgiving of a rule breaker when it is 
the rule breaker (and not the group) who takes the high moral stance. Hornsey and Jetten (2003) 
found that vegetarian participants confronted with an impostor (i.e., a vegetarian who secretly ate 
meat occasionally) were sensitive to the size of the gulf between the target’s claims for identity 
and their behaviour. In other words, impostors who made public claims about being a vegetarian 
and who moralised the issue of being a vegetarian were evaluated more negatively when their 
impostorism became public than were targets who kept their claims about their identity private. 
Furthermore, vegetarian participants downgraded the impostor more strongly and experienced 
more negative affect when they identified more strongly as vegetarians (compared to moderate 
identified vegetarians and non- vegetarians). These findings suggest that rebels that take the form 
of impostors might be rated more harshly when they claim the moral high ground or when they 
threaten the integrity of group identities (for those vegetarians who identify more strongly with 
the group). However, those who are less invested in the group might be more accepting of ingroup 
rebels and the target’s rule breaking might even be met with tolerance for drawing attention 
to problematic group norms and for enhancing diversity within the group (see also Hutchison 
et al., 2006).

Practical implications and future research

Research exploring the responses to moral rebels (as opposed to ordinary rebels) is rather limited. 
And, because the origins and motives of ‘ordinary’ and ‘moral’ rebels are rather different (i.e., 
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passive responding rather than active, principled choices by a group member to break with group 
norms), it is important to develop a better understanding of undertaking morally motivated rebel-
lion. This is particularly relevant because social change is typically brought about by individuals 
who challenge the status quo and who speak out; often compelled by moral agendas about what 
is right and what is wrong (as an example, sexism and racism in the workplace or in society more 
generally). Indeed, moral rebellion can be an effective way to counter power abuse or corruption 
in the group. Furthermore, it is these individuals that draw attention to the faults of their group 
and their critical stance makes the group less vulnerable to suboptimal decision making (Postmes 
et al., 2001).

However, whereas at times moral rebellion may be motivated by noble and prosocial intentions, 
there is a dark side to morally mandated behaviour. When strong moral convictions underlie 
attitudes and behaviour, people are at times more interested in the outcome of their actions than 
the process through which that outcome is achieved. As Skitka and Mullen (2002) argue, at times, 
this provides a recipe for extreme, undemocratic, and even terrorist behaviour, where achieving 
morally mandated outcomes becomes more important than following fair and just procedure to 
achieve that outcome.

In sum, though not always without risks and not always motivated by the right reasons, if done 
well, expressions of moral deviance and dissent can be a powerful force for social change. If we 
stand in their way, the necessary action that might lead to desired social change and an improved 
moral self- image might not materialize (Bashir et al., 2013). Therefore, future research should 
focus on developing a better understanding of when and why group members welcome moral 
rebels within groups, how moral rebels propel social change, and how to avoid the dark side of 
moral rebellion. It is the development of this research agenda that promises to be an important 
avenue for future work.

Final words

Groups need moral rebels because their transgressions are important for groups to understand and 
negotiate its identity. As Erikson (1966) argues, boundary transgressions invite responses (i.e., tol-
erance or rejection) thereby allowing groups to make statements about what is normative within 
the group (Peters et al., 2017) and distinguish themselves from other groups (Jetten et al., 2001). 
This enhances norm clarity and helps to define the group’s identity, which in turn increases group 
stability and consistency. In this contribution, we aimed to develop a better understanding of these 
dynamics by outlining the motives for becoming a moral rebel within a group and by exploring 
when and why moral rebels might be tolerated or rejected by other group members.
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THE INTERGROUP LEVEL

Moral self- views

Matthew J. Hornsey

Abstract

Groups are motivated to think of themselves as moral: at least as moral as relevant outgroups, if not 
more so. This motivation nudges groups toward developing moral cultures, but also incentivizes 
group members to deny, rationalize, or trivialize immoralities that exist. Because of this, the task 
of identifying sub- optimal cultures and triggering reform is sometimes left to agents of change 
who are members of the outgroup. Providing moral feedback like this is a fraught endeavour: the 
intergroup context presents powerful psychological obstacles to creating change, and failure to 
understand the psychology of intergroup communication can cause more damage than good. 
This chapter details the intergroup factors that lead to defensiveness in the face of moral feed-
back. Lessons from this research highlight common mistakes people make when communicating 
between groups on morally charged issues, while also pointing to concrete and actionable steps 
for triggering positive change.

 • Groups are motivated to think of themselves as moral.
 • This incentivizes group members to deny, rationalize, or trivialize immoralities that exist.
 • Moral feedback from the outgroup can damage intergroup relations rather than reforming sub- 

optimal group cultures.
 • Research points to concrete and actionable communication strategies for triggering positive 

change.

Introduction

Humans have a talent for morally justifying even the most abhorrent practices. Defenders of 
slavery, for example, did not just rely on economic arguments, they also relied on moral ones: that 
enslaved groups are infantile in their development and so need protection, or that slavery was 
an escape from extreme poverty. In South Africa, apartheid was defended as a method of liber-
ating Afrikaners from British domination and reducing inter- racial conflict. In Australia, when 
laws were changed to force refugees into detention and to deny them basic civil liberties, it was 
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defended on the grounds that it was a way of punishing “queue- jumpers”, smashing a corrupt 
people smuggling trade, and “saving lives at sea”.

These examples highlight three features of group psychology. First, people are motivated to 
see their groups as moral and can engage in elaborate mental gymnastics to do so. Second, the job 
of calling out immorality and pushing for positive change frequently falls to outgroup members; 
witnesses to a morally questionable culture whose perception is unmuddied by group loyalties and 
absorption of inappropriate norms. Third, groups are mindful of maintaining a moral self- image 
not just to themselves but to the world at large: to the extent that ingroup members are motivated 
to express moral compunction, they may be constrained in doing so by the reputational concerns 
associated with highlighting shameful features of the culture in front of relevant outgroups.

This chapter examines each of these phenomena, mostly drawing on theory and data from 
social psychology. After reviewing literature on the need for moral enhancement within groups, 
I examine work on the intergroup sensitivity effect: the phenomenon that it is disproportionately 
difficult to push for positive change when the source of the message is an outgroup member. I then 
discuss how willingness to embrace ingroup dissent –  and willingness to express compunction 
for immoral practices –  shifts as a function of the intergroup audience. The chapter concludes 
by examining unresolved questions, theoretical controversies, and practical implications for 
constructing a more moral society.

Moral self- enhancement: an intergroup approach

Social identity theory is an ambitious and multi- faceted theory but is probably best recognized 
for this simple psychological prescription: people are motivated to think of their groups as good 
groups (Tajfel and Turner 1979), a collective enhancement motive that provides purpose, meaning, 
validation, and positive self- regard. There are multiple dimensions on which groups may judge 
their collective self- worth, but morality seems to be the most important. People self- report that 
they care primarily about group morality, morality judgements are especially central predictors of 
identification levels, and groups are more reluctant to accept future members when those individ-
uals display moral lapses as compared to other lapses (Leach et al. 2007; Ellemers et al., 2008; Van 
der Lee et al. 2017). This is perhaps not surprising: morality has an especially strong relevance in 
terms of maintaining norms, regulating relations between individuals, and signalling potentially 
harmful intentions of others (Brambilla et al. 2021; Ellemers et al. 2019).

On face value this should be a positive characteristic of group psychology, nudging groups 
to uphold more virtuous cultures and practices. While this is no doubt true, it is also true that 
group members (like individuals; Shalvi et al. 2015) have a suite of strategies to rationalize, min-
imize, or distract from their collective moral lapses (see Ellemers et al., 2019, for an overview). 
Some of these tools –  such as censorship and propaganda –  can operate at the system level and 
might be outside any one individual’s control. Other tools, however, can be switched on and off 
by individuals. These include avoidance of morally threatening information, denial in the face 
of morally threatening information, an emphasis on historical victimhood as a distraction from 
current perpetration, moral licensing, moral hypocrisy, and moral disengagement (see also Jordan 
et al., this volume; Shnabel, this volume). Another way of rationalizing intergroup immorality is to 
victim- blame (implying that the outgroups deserved the treatment) or sanctification of one’s group 
mission that leads to an ends- justifies- the- means culture (e.g., rationalization of war as holy). 
From this latter perspective, intergroup aggression can occur not despite a group’s collective moral 
self- image, but rather because of it.
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The challenges of creating moral reform as an outgroup member.

When a person or group “calls out” another group for practices that are morally sub- optimal, 
under what circumstances do people accept these criticisms, as opposed to denying or rationalizing 
them away? One major factor is the group membership of the messenger. In short, group- directed 
criticisms and recommendations for change are much more likely to be taken on board when the 
comments are made by an ingroup member than when an outgroup member says exactly the same 
thing. This phenomenon –  referred to as the intergroup sensitivity effect –  is large, robust, and 
resilient across multiple contexts.

The typical approach to examining the intergroup sensitivity effect is to give participants what 
they are led to believe is a real statement (e.g., an extract from an interview) in which the speaker 
makes a criticism of the participant’s group. For example, Australians may receive the criticism 
that Australian culture is racist. The content of the message is equivalent across conditions: all 
that changes is the group membership of the speaker (in the case above, the criticisms might be 
attributed to an Australian or to a foreigner).

The typical finding is that people rate both the speaker and the comments more positively when 
they are attributed to an ingroup member than when the same comments are attributed to an out-
group member. Furthermore, participants are more likely to agree with the criticism and to intend 
to reform when the comments are made by an ingroup member. Recent evidence indicates that 
people are also more likely to pay to punish outgroup critics and to behaviourally discriminate 
against outgroup critics compared to ingroup critics (Thürmer and McCrea 2018). Indeed, group 
members prioritize counterarguing outgroup criticism over getting their work done (Thürmer 
et al. 2019).

The effect is consistently strong for both low and high identifiers (Morier et al. 2013), persists 
over time (Hiew and Hornsey 2010), and has been detected using diverse arguments: for example, 
Muslims hearing they are too fanatical and intolerant (Ariyanto et al. 2010); Italians hearing they 
are racist and prone to corruption (Moscatelli et al. 2019); maths– science students hearing they 
are arrogant and lacking in social conscience (Hornsey et al. 2002); and meat- eaters hearing their 
diets are unsustainable (Thürmer et al. 2022). Furthermore, the messenger effect typically does 
not emerge when the speaker is praising the group, which suggests that the intergroup sensitivity 
effect is not a reflexive tendency to derogate outgroup speakers. When it comes to morally laden 
criticism, group members appear to be saying “It’s OK if we say it, but you can’t”.

Clearly, the intergroup sensitivity effect is pessimistic news for anyone who strives to push for 
positive change from the outside. Of even greater concern, the reception for criticisms tends to be 
more negative when the comments are made by an outgroup member than when they are attributed 
to no- one (Hiew and Hornsey 2010). One implication of this is that outgroup criticisms might be 
creating resistance: that in the face of pressure from the outside, recipients sink into a state of 
denial about problems and failings that they would otherwise admit to. When trying to point out 
moral failings from the outside, then, one should not be primarily concerned that the attempts will 
not work; the more concerning possibility is that the comments will make things worse.

The most intuitive explanation for the intergroup sensitivity effect is expertise: Ingroup 
members have privileged access to the group and to its culture, so on face value should be more 
credentialled than outsiders to make an informed criticism (a “what would they know?” response). 
However, the data suggest this is not a driver of the effect. People who self- identify as outgroup 
members –  but who have years of experience with the group they are criticizing –  are received just 
as negatively as those with no experience (Hornsey and Imani 2004).
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Instead, the intergroup sensitivity effect appears to be partly driven by basic intergroup biases  
with respect to trust and motive (Hornsey et al. 2004). This notion is presented in Figure 27.1.  
From this perspective, the first thought that recipients of group criticism ask themselves about  
the critic is not “Are they right or wrong?” but rather “Why would they say that?” Here, the  
attributional question –  Is the speaker trying to be constructive? –  is a gatekeeper question, the  
answer to which may render other considerations irrelevant. Only if recipients receive a satisfac-
tory answer to this question will they engage in a rational examination of the merits of the  
argument.

When gauging whether a speaker is motivated by constructive reasons, group members fall 
back on a simple social identity heuristic: ingroup members can be trusted, outgroup members 
cannot. So when ingroup members criticize a group, the default response is to assume that the critic 
is motivated for constructive reasons: they criticize because they care. Having won the benefit of 
the doubt on motive, insiders’ criticisms are more or less likely to be listened to depending on trad-
itional criteria such as the objective credibility of the argument and the skill with which they make 
the persuasive case. When outsiders say the same thing, however, people are more likely to assume 
bad faith; for example, that the comments are merely insults as part of a cynical strategy to exert 
intergroup dominance. Unconvinced of the purity of the outgroup critic’s motives, the audience 
shuts down and become immune to what should technically be persuasion assets such as evidence, 
expertise, and experience. As will be seen later, this model has implications for how to overcome 
defensiveness in the face of intergroup moral feedback.

Figure 27.1  An attributional gatekeeper model of delivering moral feedback to groups.
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How intergroup audiences shape willingness to give and receive moral 
feedback

Moral feedback is not typically made in a vacuum: rather, people are mindful of audiences and 
the reputational capital implied by those audiences. Calling out one’s own group for morally 
dubious actions is a combustive act, one that can potentially damage the group’s reputation in the 
eyes of others (see also Jetten and Crimston, this volume). According to the needs- based moral 
of reconciliation, for example, a concern for public image and moral redemption in the eyes of 
others is a primary motivation for a perpetrator group to engage in apologies and other recon-
ciliation attempts (Shnabel and Nadler 2015). To the extent that these needs are met, perpetrator 
group members will support public expressions of moral compunction. But where these needs 
are denied –  or where the needs are complicated by perceptions of rejection from the outgroup –  
perpetrator group members may withhold gestures of reconciliation or even lash out (Gausel and 
Leach 2011; Harth et al. 2011).

Similar reputational concerns have been uncovered in the literature on group criticism. 
Consistent with everyday phrases like “keep it in- house” and “don’t air your dirty laundry”, 
ingroup members are indeed less likely to engage in internal criticism when the comments could 
be heard by outsiders (Packer 2014). Furthermore, ingroup members who criticize their group 
publicly are liked less and arouse more defensiveness than those who keep it in- house (Ariyanto 
et al. 2006; Elder et al. 2005; Hornsey et al. 2005). These effects are not explained by attributions 
of motive; the data show no evidence that the ingroup critic is perceived as a traitor or as mali-
cious. Rather, participants question the appropriateness of crossing intergroup boundaries with 
one’s criticism, and fret about the reputational consequences of having done so (as elaborated 
later in the chapter, these reputational consequences might be particularly acute when a group’s 
morality is being called into question as opposed to other dimensions such as competence; Rösler 
et al. 2021).

Interestingly, there is some evidence that this concern for reputational damage might be 
misplaced. On occasions, intergroup antipathy is fuelled by the perception that the outgroup is 
homogeneous, inflexible, and blinded by moral conviction. Hearing that the outgroup is capable of 
intragroup criticism can be a stereotype- busting event, one that can “unfreeze” intergroup hostil-
ities. For example, several studies have shown that Israelis show more openness to the Palestinian 
cause when they hear examples of Palestinians criticizing their own group (McDonald et al. 2018; 
Saguy and Halperin 2014). This suggests an irony: although normative constraints against public 
criticisms are driven by strategic concerns for reputation, on a deeper level there can be strategic 
advantages in allowing an outgroup to hear that your group is capable of healthy internal dissent.

Further demonstrating these complex cost- benefit analyses, Ashokkumar et al. (2019) showed 
that strongly identified members of a political party will pivot in their response to an immoral act 
depending on who is watching. When the act was hidden from public view, deeply aligned group 
members were reluctant to publicly report the transgression, a tendency that was attributed to 
reputational concerns. When the transgression had already been made public, however, the same 
constituency encouraged the party to openly denounce the transgressor.

Another important caveat is that reputational concerns can sometimes trigger change. There 
are several studies showing that intentions to reform are particularly strong among high identifiers 
who receive criticisms that are made to outgroup audiences (Ariyanto et al. 2006; Hornsey et al. 
2005; Rabinovich and Morton 2010). This is despite the fact that the same respondents often 
report high levels of global negativity and discomfort with the criticisms. When responding to 
reputational damage associated with public criticism of morality, high identifiers may decide that 
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structural reform might be a better long- term strategy instead of (or perhaps in parallel to) anger 
and defensiveness.

Unresolved questions

Research and theory reviewed above falls into two broad categories: (1) literature on the need for 
moral enhancement within groups (and how this is maintained) and (2) literature on the psych-
ology of communicating negative moral feedback to groups. The former literature is older and 
more mature, benefitting not just from social psychological research but also from literature in the 
broader social sciences. Stitching together insights from experiments, surveys, case studies and 
even pure intellectualization has resulted in a broad and detailed tapestry, built up over decades.

In contrast, research on intergroup criticism has to date operated in a relatively narrow lane. In 
the early days of establishing theory and principles, adherence to a single paradigm has its benefits, 
allowing insights to accumulate in an orderly and programmatic way. It would be ideal, however, 
if these insights could be blended with different approaches and methodologies to produce a more 
three- dimensional picture. One limitation of an over- reliance on lab- based experimental work is 
the focus on self- report: the performative aspect of responding to criticism in public has been 
under- examined, and it is only recently that there has been an examination of how “defensive-
ness” plays out in terms of behaviour (see work by Thürmer and colleagues). It is also important 
to gain a stronger sense of how intergroup communication plays out “in the wild”, including the 
macro- factors that lab- based studies struggle to tap into (e.g., media effects, political factors, cul-
tural influences).

The main theoretical controversy surrounding intergroup criticism work has been the question 
of mechanism (which in turn has implications for practical interventions, discussed in the next 
section). The standard approach to understanding responses to group criticism is that the effects 
are steeped in social identity considerations; for example, the intergroup sensitivity effect is 
described as an identity- based attributional bias. However, some have argued that the effect can 
be explained by the enforcement of social conventions around criticism in a way that is potentially 
unrelated to identity. Specifically, the intergroup sensitivity effect can be explained as an enforce-
ment of a rule to never level criticisms of groups other than your own, one that is not a reflection 
of “sensitivity” per se. Consistent with this view, studies confirm that one does not have to be a 
member of the criticized group to show effects that resemble the intergroup sensitivity effect. For 
example, bystanders (those who are members of neither the criticized or the criticizing groups) 
also express more negativity when moral criticisms are delivered across intergroup boundaries as 
compared to intragroup criticisms (McCrea et al. 2021; Sutton et al. 2006; Thürmer and McCrea 
2021). Participants have even been shown to penalize ingroup members who criticized outgroups 
more so than ingroup members who criticized their own group (Adelman and Verkuyten 2020).

Implicit in some of this debate is the notion that the intergroup sensitivity effect is either an 
identity- driven defensiveness response or it is an identity- neutral social convention. However, it 
could easily be that both processes are operating in parallel. It is possible, for example, that people 
instinctively understand that intergroup criticisms are combustive and hostility- inducing acts, ones 
that trigger identity- related defensiveness. As a result, a politeness norm has emerged that you 
should not do it, and this social convention is recognized by everyone regardless of whether they 
are the targets of the criticism. From this perspective, receivers and bystanders may both show the 
same results, but for different reasons.

The notion of parallel processes provides a better fit to the data than the notion that one pro-
cess is pre- eminent. An identity- based process cannot explain the bystander effects. But a social 
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convention explanation alone cannot readily explain the fact that the intergroup sensitivity effect 
is eliminated when group members are induced to feel social threat (Adelman and Dasgupta 2018; 
Ariyanto et al. 2010). Perhaps most importantly, strategies to overcome defensiveness in the face 
of moral criticism from the outside tend to be effective when they take identity considerations into 
account and tend to be ineffective when they do not. This research is detailed below.

Practical implications

The fact that outsiders are routinely discredited when they attempt to create positive change in a 
group culture is not just theoretically interesting, it carries real practical importance. If the job of 
reforming or reinvigorating a group culture is left exclusively to ingroup members, the job may 
never get done because insiders have a propensity to justify –  and habituate to –  the status quo. 
Understanding how outsiders can best get their message across is one part in the puzzle of creating 
a more moral society.

In grappling with this question, one needs to remember that the psychology of influencing 
groups from the outside is a distinctive psychology: many intuitive –  and even many empirically 
validated –  tools of persuasion are not equipped to deal with this specific case. As mentioned 
earlier, experience with the group does not seem to help (Hornsey and Imani 2004). Furthermore, 
outgroup critics arouse just as much defensiveness when they make well- researched, high- quality 
arguments than when they make sloppy, low- quality arguments (Esposo et al. 2013). Hornsey 
et al. (2008) tested two theoretically driven strategies that outsiders can use: “sugaring” (adding 
praise to the negative comments) and “spotlighting” (i.e., the messenger making it explicit that 
they intend their comments to apply to just a portion of the group, not the whole group). Neither 
strategy was effective in reliably reducing negativity toward an outsider’s critical message.

The failure of these strategies is well- anticipated by Figure 27.1 because they do not address 
the attributional bias that drives the defensiveness in the first place. From the perspective of the 
attributional gatekeeper model, outgroup critics should spend their time building their attributional 
credentials –  responding to the “Are they trying to be constructive?” question –  and only then 
attend to issues of experience and argument quality.

In this spirit, Hornsey et al. (2008) tested a strategy of “sharing”; that is, outgroup critics 
acknowledging that the problems they identified in the target group were shared also by their 
own ingroup. Compared to a no- strategy control, outgroup critics were liked more and aroused 
less negativity when they used this strategy. Similarly, newcomers to a group are more able to 
win support for their criticisms when they also criticized the group they recently left (Hornsey 
et al. 2007; Experiment 3). Finally, Hornsey et al. (2004) examined how Asian- Australians could 
sell the message to Anglo- Australians that they have a problem with anti- Asian prejudice. One 
successful technique for reducing defensiveness was when the speaker located themselves within 
a shared, superordinate identity (i.e., “I feel we Australians are racist and intolerant”) than when 
they situated themselves as outsiders (“I feel Australians are racist and intolerant”).

In each case, the mechanism for success was that these strategies helped convince the recipients 
that the speaker’s motives were constructive: they were making these comments because they 
cared, not because they were trying to signal their rejection of the group (in the case of the super-
ordinate identity technique) or because they were trying to signal the group’s inferiority relative 
to other groups (in the case of sharing). Having anticipated and defused suspicion of motives, the 
critics were better able to guide the audience to listen to the message. More recently, Moscatelli 
et al. (2019) argued that the content of the message can signal attributions of motive. In two 
studies they found that outgroup criticisms phrased in concrete terms provoked less attributions 
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and (consequently) fewer negative reactions compared with outgroup criticisms formulated in 
abstract terms (which signal greater generalizability and stability of the claims).

Another potentially successful strategy is to frame a criticism in ways that do not explicitly call 
into question morality. Morality is an especially important dimension of self- regard, one that can 
easily trigger defensiveness and denial (Täuber et al. 2015), and so there may be benefits in using 
non- moralized communication frames. In line with this, Rösler et al. (2021) asked participants to 
recall a criticism that was framed either in terms of their competence or their morality. Even when 
delivered by an outgroup member, participants made fewer negative attributions and (as a result) 
indicated that they changed their behaviour more when their competence was criticized relative 
to their morality.

In sum, it is sometimes important to deliver uncomfortable moral feedback across intergroup 
boundaries: indeed, at the essence of much political activism is the efforts of bystanders and 
outsiders to call out moral failings in groups to which they do not belong. Intuitively, outgroup 
critics may choose to spend a lot of time credentialling by demonstrating their experience, the 
quality of their argument, and the quantity of their evidence. These intuitive efforts may fall on 
deaf ears, however, if the speaker does not first attend to the suspicion about motive inherent to 
intergroup communication about morality. Once these issues are addressed, outgroup critics may 
find that they have a much easier time getting their message across, with everything that implies in 
terms of constructing a more moral society.
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HOW MORALITY SHAPES 

RESEARCH
A conversation with the editors

Susan T. Fiske

Susan T. Fiske (Eugene Higgins Professor, Psychology and Public Affairs, Princeton University) 
has shaped the field of social psychology in many ways. Throughout her career, her work has 
revolved around issues of fairness and legitimacy, which are central to morality and moral 
judgments. Besides her own pathbreaking research on stereotyping, prejudice, and discrimination, 
she has edited multiple editions of the Handbook of Social Psychology (Gilbert, Fiske, & Lindzey, 
1998) and served for many years as editor of the highest impact outlet in our field, the Annual 
Review of Psychology. Generations of psychologists across the world have been trained to con-
sider the way people make social judgments and think about themselves and others through the 
lens of the landmark textbook ‘social cognition,’ now in its sixth edition across publishers (Fiske 
& Taylor, 2020).

Recurring research topics in Fiske’s work include gender inequality (Glick & Fiske, 2001), 
prejudice and discrimination (Fiske, 1998), power (Fiske, 1993), stereotyping (Fiske, Cuddy, 
Glick & Xu, 2002) and infrahumanization (Harris & Fiske, 2009). She also did pioneering work 
to bring the insights from her research to practitioners who might benefit from them. A ground- 
breaking example is her work as an expert witness for the Ann Hopkins anti- gender discrimination 
lawsuit (Fiske, Bersoff, Borgida, Deaux, & Heilman, 1991). Other examples include her efforts to 
make available scholarship on subjective legitimacy and biased judgments for legal practitioners 
(Borgida & Fiske, 2008; Krieger & Fiske, 2006), her book targeting marketeers on how organ-
izational misbehavior impacts brand reputations and customer support (Malone & Fiske, 2013), 
and the work she has done as a founding editor for Policy Insights from the Behavioral and Brain 
Sciences to reach out and inform broader audiences of these and other insights. Furthermore, Fiske 
has made tremendous efforts to promote equal treatment of scholars, for instance through her work 
at the US National Academy of Sciences. Enough reason, therefore, to ask her about her views on 
the topic of morality.

Fiske does not refer to her work as being on the topic of morality per se. She indicates that her 
interest in topics like fairness and equality was sparked by social events she witnessed, for instance 
during the time when she grew up as a young adult.
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Fiske:

It was an era when we felt that social justice needed to be advanced. So we were in favor 
of peace, of equality, of a certain amount of freedom. Those all seemed to me fair, and 
legitimate, and morally right. Things to believe in. However, I do not think that, back then, 
I thought of these issues as ‘morality’ exactly. Rather, I thought of it as fairness: Giving 
everybody the same chance.

Fiske was willing to do a lot for her beliefs. Fiske:

During the antiwar movement, I went to jail for blocking an Army induction bus. We sat 
down on the highway blocking the buses that were going to take the men for their physical 
examinations, and we got arrested for blocking traffic. We would either get a $20 fine or 
20 days in jail. So we went to jail for one night in order to get in the newspaper, and then 
they bailed us out the next day for $19. If commitment is indicated by doing something a 
little risky, I was willing to do that at the time. I would think twice now, but in essence, it 
was (and still is) important to me.

Another reason Fiske became interested in the topics of fairness and equality was when she 
realized, during college, that the researchers who were developing scales did so from their own 
point of view. She noted they implicitly made assumptions about which end of the scale was the 
‘right’ or ‘better’ end.

Fiske:

For example, take ‘locus of control’: the idea being that it’s better to have an internal locus 
of control than an external locus of control. Field independence was better than field depend-
ence, those kind of things. And so I’m reading these things and I’m thinking, isn’t this 
interesting? The guy who made the scale thinks there’s a good end. But if you look where 
women and minorities end up, they’re always on the other end of the scale. So it seems to 
me that the topics that you study, and how you study them (how you define and label your 
concepts, and how you analyze them), and hence what is implied to be the ‘good end of 
a scale’ is determined by who you are, by your identity. So, it seemed to me that the field 
needed some people who had different identities than the vast majority of the field at that 
time. My joining the field was not because they were wrong, but to complement their view 
to create a more complete picture. I don’t want to be essentialist about people’s research 
interests and their group identity, because I think that would be a mistake, but there is a ten-
dency to notice things if you live your life from a certain point of view and so it’s important 
to have a counterpoint. My view was to contribute my perspective— not just by having an 
opinion, but also by acquiring the methods training to be taken seriously.

A key recurring theme in Susan’s scientific and applied work revolves around issues of social 
biases, power and stereotyping, and prejudice and discrimination. One of her most influential 
contributions to social psychological theory is the Stereotype Content Model (Fiske, Cuddy, 
& Glick, 2007). The model maps social perceptions of different groups in society (e.g., ‘men’, 
‘women’, ‘elderly’, ‘poor’) along two core dimensions, warmth and competence, which are 
associated with the perception of people’s intentions versus their abilities, respectively. The first 
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rendition of this model originated from rather pragmatic reasons (Fiske: “I had a publication dead-
line”), but clearly resulted from her ‘moral concerns’ about how stereotyping (most often nega-
tively) impacts the way people are perceived and treated in society.

Fiske:

I was writing a handbook chapter on bias, prejudice, discrimination, and stereotyping (Fiske, 
1998), and I was trying to do something beyond White and Black racism, which is where 
most of the work was. So I started writing about what we know about stereotypes of African 
Americans, and about stereotypes of women generically, and stereotypes of Latinos. And 
I began to realize that we have been assuming that the processes of social perception and 
stereotyping are all the same, regardless of which group you examine. For instance, there 
is a stereotype of Latinos that they are fun loving and harmless. And there’s a stereotype of 
certain kinds of women that they are fun loving and harmless— almost as if they are viewed 
as being a clown. But then there are Black Americans who are seen as angry. For me, the 
similarities seem to boil down into two clusters: I thought at first we would find (all) groups 
to either be perceived as high in terms of warmth and low in terms of competence or the 
other way around. Thus, warm but stupid, or as smart but cold. However, we found that there 
were also groups who were perceived as high on both warmth and high on competence, or 
low on both warmth and low on competence. Chick Judd [the research methods expert and 
author of many textbooks on data analysis] reassured me that this was really fine, the fact 
that we had groups in all the different quadrants, and he went on to do research with Vincent 
Yzerbyt saying that social perception is apparently mostly ambivalent.

Together with colleagues, Fiske replicated and extended her Stereotype Content Model around the 
world (Cuddy et al., 2009). At the same time, she encountered fellow researchers who questioned 
her work. Topics of fairness, sincerity, and a search for the truth and what is right, also come into 
play when Fiske opens up about how she felt about her own work being reevaluated.

Fiske:

There once was this graduate student in Cologne [Alex Koch] who, in all sincerity, was 
trying to replicate the Stereotype Content Model using a different methodology, multidi-
mensional scaling. And he did a great job, but he got different results. When we talked about 
why and how he might alter how he collected or analyzed the data, he was very cooperative 
and did all the things I suggested. But still, he kept getting these other dimensions than I was 
getting. I was annoyed that he was not showing what we show, and that he was getting lots 
of credit for that. I was happy for him, but I was also afraid that people would think this other 
model is really true, and the Stereotype Content Model is not. I did not think that was right, 
because we had the data. So we had a scientific puzzle, which is always fun. When he asked 
if he could come over to work in my lab for a semester, I initially thought “oh no …!”, but 
I said yes, because I’m a scientist, and I want to know the truth— and maybe we could get 
to the truth together. Eventually he and others got an incredible amount of work done that 
semester. And together, we came up with the idea that our different findings probably had 
to do with differences in level of abstraction: They seemed to examine social perception by 
looking down on a country from 30,000 feet, and observing how people are organized, or 
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organize themselves, into groups based on different dimensions. Which is different from our 
approach, which seemed to examine social perception more like a neighborhood: Somebody 
new is coming to your neighborhood, what do you think they are going to be like to interact 
with? So that’s why we seemed to get the differences, because of a difference in level of 
construal.

The different methodological approach was not the only way in which other researchers expanded 
the theory of social perception. Whereas Fiske included perceptions of trustworthiness, sincerity, 
and honesty as part of the ‘warmth dimension’— indicating people’s good intentions— she did not 
consider this to be a distinctive factor driving its effects. Yet others published research claiming 
that social perception is really all about morality (Leach, Ellemers, & Barreto, 2007).

Fiske:

My reaction was again annoyed at first. But then I realized that we hadn’t really parsed it 
that way, we did not think about separating friendliness from morality. But then I thought, 
of course, I’m an American: I think people who are friendly are trustworthy. Whereas 
Europeans might be wiser than that and realize that somebody might be being friendly but 
is actually out to get you. By and large, this is a big overgeneralization of course. But in the 
end, the distinction between morality and friendliness seemed to me to be a sophisticated 
distinction that I should have thought of but had not.

The different viewpoints on social perception were recently integrated based on a successful 
adversarial collaboration (Abele et al., 2021; Koch et al., 2021). An enterprise consistent with 
Fiske’s ideology of defining and collecting different perspectives, and looking for a more objective 
truth collaboratively than a scholar can obtain on its own (Ellemers et al., 2020). Again, it was a 
process in which Fiske considered the search for the truth, and everyone having an equal share 
in the available resources (e.g., research funding) and acknowledgement of valuable output (e.g., 
rotating first authorship on the different papers that resulted) to be most valuable. Fiske recounts 
how the collaboration came about:

First, there was a meeting at the European Association of Social Psychology conference, 
and somebody said we should have a panel on the different viewpoints on the social percep-
tion of individuals and groups in society. So Alex (Koch) and I were obviously in, and we 
invited Naomi Ellemers and Colin Leach, as they disagreed with us too. And Andrea Abele 
got involved, too, because she’s had her model on communion and agency for a long time— 
maybe even longer than the Stereotype Content Model— but it was a parallel invention. So 
we had all these people on the panel and then graduate students came up to us afterwards, 
and they asked ‘what do I do? If I want to study this area, what dimensions do I need to take 
into consideration, what traits do I use and what terms for those traits are most appropriate? 
This all seems to be too confusing, perhaps I should not study this topic at all’. To me, this 
was a very bad sign. As terrible as it would have been to have the Stereotype Content Model 
go away and lose out totally to another model, it would have been much worse if everybody 
just said ‘forget it, it’s too hard’— I really saw a train wreck coming. So then we decided to 
get together. Everyone being fun, sincere, and trustworthy, as well as competent and warm. 
We locked ourselves in a hotel room for five days and decided we could not come out till 
we had specified our agreements and disagreements. We worked really hard, but also made 
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sure (especially thanks to Naomi) that everyone had a fair chance by ignoring rank as much 
as possible and giving everyone the same amount of time and space. It was an illustrative 
process of what I’ve always tried to do, which was to get adversaries to talk to each other in 
a constructive way.

Fiske clearly is someone who believes in engaging different levels of analysis to study complex 
social phenomena from different angles. This clearly matches a key aim of the current handbook— 
which is to highlight the breadth of issues relating to morality, ranging from relatively concrete 
emotions, behaviors, and self- views to more abstract reasoning and overall judgments, and 
considering these at the four classic levels of analysis in social psychology (intrapersonal, inter-
personal, intragroup, intergroup).

Fiske:

I think science is not just about facts. Science is about how you approach the problem, 
how you decide about methods, how you analyze your data according to the principles that 
everybody agrees on. You should be open about that and then frame your conclusions. So 
all the things that I was worried about as a college sophomore, I still believe. And I think 
that taking a broad approach like this and looking at it from the different perspectives that 
you do, it creates that diversity of ideas that really get around the whole problem, look at it 
from all sides and give all sides a chance to make the best case they can and then see what 
people find useful. I wouldn’t say what’s ‘right’, because we often discover 50 years later 
that it might have been otherwise. But it’s right and wrong in a different way: Just because 
somebody finds a different answer from everybody else doesn’t mean that they’re immoral. 
So I think it’s good to give every approach its day, as long as it’s a reasonable approach. 
The way in which you’ve organized this book gives people a chance to look at a lot of 
different features of morality that might interest them. I think it’s a very approachable, com-
prehensive, interesting way to organize the book and the topics. I can imagine hundreds of 
dissertations being launched by this book. And although I’ve stayed away from using labels 
like ‘morality’ and ‘morals’ in my own work— as those sound judgmental to my ear— I 
would want to be a moral psychologist when I see all the wonderful chapters you have in 
this book.
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