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Introduction and Preface

During the past five years since the publication of the Second Edition — a two-volume set — of the
Biomedical Engineering Handbook, the field of biomedical engineering has continued to evolve and expand.
As a result, this Third Edition consists of a three-volume set, which has been significantly modified to
reflect the state-of-the-field knowledge and applications in this important discipline. More specifically,
this Third Edition contains a number of completely new sections, including:

Molecular Biology
Bionanotechnology
Bioinformatics
Neuroengineering
Infrared Imaging

as well as a new section on ethics.

In addition, all of the sections that have appeared in the first and second editions have been significantly
revised. Therefore, this Third Edition presents an excellent summary of the status of knowledge and
activities of biomedical engineers in the beginning of the 21st century.

As such, it can serve as an excellent reference for individuals interested not only in a review of funda-
mental physiology, but also in quickly being brought up to speed in certain areas of biomedical engineering
research. It can serve as an excellent textbook for students in areas where traditional textbooks have not
yet been developed and as an excellent review of the major areas of activity in each biomedical engineering
subdiscipline, such as biomechanics, biomaterials, bioinstrumentation, medical imaging, etc. Finally, it
can serve as the “bible” for practicing biomedical engineering professionals by covering such topics as
historical perspective of medical technology, the role of professional societies, the ethical issues associated
with medical technology, and the FDA process.

Biomedical engineering is now an important vital interdisciplinary field. Biomedical engineers are
involved in virtually all aspects of developing new medical technology. They are involved in the design,
development, and utilization of materials, devices (such as pacemakers, lithotripsy, etc.) and tech-
niques (such as signal processing, artificial intelligence, etc.) for clinical research and use; and serve
as members of the healthcare delivery team (clinical engineering, medical informatics, rehabilita-
tion engineering, etc.) seeking new solutions for difficult healthcare problems confronting our society.
To meet the needs of this diverse body of biomedical engineers, this handbook provides a central core
of knowledge in those fields encompassed by the discipline. However, before presenting this detailed
information, it is important to provide a sense of the evolution of the modern healthcare system and
identify the diverse activities biomedical engineers perform to assist in the diagnosis and treatment of
patients.



Evolution of the Modern Healthcare System

Before 1900, medicine had little to offer the average citizen, since its resources consisted mainly of
the physician, his education, and his “little black bag.” In general, physicians seemed to be in short
supply, but the shortage had rather different causes than the current crisis in the availability of healthcare
professionals. Although the costs of obtaining medical training were relatively low, the demand for
doctors’ services also was very small, since many of the services provided by the physician also could be
obtained from experienced amateurs in the community. The home was typically the site for treatment
and recuperation, and relatives and neighbors constituted an able and willing nursing staff. Babies were
delivered by midwives, and those illnesses not cured by home remedies were left to run their natural,
albeit frequently fatal, course. The contrast with contemporary healthcare practices, in which specialized
physicians and nurses located within the hospital provide critical diagnostic and treatment services,
is dramatic.

The changes that have occurred within medical science originated in the rapid developments that took
place in the applied sciences (chemistry, physics, engineering, microbiology, physiology, pharmacology,
etc.) at the turn of the century. This process of development was characterized by intense interdisciplinary
cross-fertilization, which provided an environment in which medical research was able to take giant
strides in developing techniques for the diagnosis and treatment of disease. For example, in 1903, Willem
Einthoven, a Dutch physiologist, devised the first electrocardiograph to measure the electrical activity of
the heart. In applying discoveries in the physical sciences to the analysis of the biologic process, he initiated
a new age in both cardiovascular medicine and electrical measurement techniques.

New discoveries in medical sciences followed one another like intermediates in a chain reaction. How-
ever, the most significant innovation for clinical medicine was the development of x-rays. These “new
kinds of rays,” as their discoverer W.K. Roentgen described them in 1895, opened the “inner man” to
medical inspection. Initially, x-rays were used to diagnose bone fractures and dislocations, and in the pro-
cess, x-ray machines became commonplace in most urban hospitals. Separate departments of radiology
were established, and their influence spread to other departments throughout the hospital. By the 1930s,
x-ray visualization of practically all organ systems of the body had been made possible through the use of
barium salts and a wide variety of radiopaque materials.

X-ray technology gave physicians a powerful tool that, for the first time, permitted accurate diagnosis
of a wide variety of diseases and injuries. Moreover, since x-ray machines were too cumbersome and
expensive for local doctors and clinics, they had to be placed in healthcare centers or hospitals. Once there,
x-ray technology essentially triggered the transformation of the hospital from a passive receptacle for the
sick to an active curative institution for all members of society.

For economic reasons, the centralization of healthcare services became essential because of many other
important technological innovations appearing on the medical scene. However, hospitals remained insti-
tutions to dread, and it was not until the introduction of sulfanilamide in the mid-1930s and penicillin in
the early 1940s that the main danger of hospitalization, that is, cross-infection among patients, was signi-
ficantly reduced. With these new drugs in their arsenals, surgeons were able to perform their operations
without prohibitive morbidity and mortality due to infection. Furthermore, even though the different
blood groups and their incompatibility were discovered in 1900 and sodium citrate was used in 1913 to
prevent clotting, full development of blood banks was not practical until the 1930s, when technology
provided adequate refrigeration. Until that time, “fresh” donors were bled and the blood transfused while
it was still warm.

Once these surgical suites were established, the employment of specifically designed pieces of medical
technology assisted in further advancing the development of complex surgical procedures. For example,
the Drinker respirator was introduced in 1927 and the first heart-lung bypass in 1939. By the 1940s, medical
procedures heavily dependent on medical technology, such as cardiac catheterization and angiography
(the use of a cannula threaded through an arm vein and into the heart with the injection of radiopaque
dye) for the x-ray visualization of congenital and acquired heart disease (mainly valve disorders due to
rheumatic fever) became possible, and a new era of cardiac and vascular surgery was established.



Following World War II, technological advances were spurred on by efforts to develop superior weapon
systems and establish habitats in space and on the ocean floor. As a by-product of these efforts, the
development of medical devices accelerated and the medical profession benefited greatly from this rapid
surge of technological finds. Consider the following examples:

1. Advances in solid-state electronics made it possible to map the subtle behavior of the fundamental
unit of the central nervous system — the neuron — as well as to monitor the various physiological
parameters, such as the electrocardiogram, of patients in intensive care units.

2. New prosthetic devices became a goal of engineers involved in providing the disabled with tools
to improve their quality of life.

3. Nuclear medicine — an outgrowth of the atomic age — emerged as a powerful and effective
approach in detecting and treating specific physiologic abnormalities.

4. Diagnostic ultrasound based on sonar technology became so widely accepted that ultrasonic
studies are now part of the routine diagnostic workup in many medical specialties.

5. “Spare parts” surgery also became commonplace. Technologists were encouraged to provide
cardiac assist devices, such as artificial heart valves and artificial blood vessels, and the artifi-
cial heart program was launched to develop a replacement for a defective or diseased human
heart.

6. Advances in materials have made the development of disposable medical devices, such as needles
and thermometers, as well as implantable drug delivery systems, a reality.

7. Computers similar to those developed to control the flight plans of the Apollo capsule were used to
store, process, and cross-check medical records, to monitor patient status in intensive care units,
and to provide sophisticated statistical diagnoses of potential diseases correlated with specific sets
of patient symptoms.

8. Development of the first computer-based medical instrument, the computerized axial tomography
scanner, revolutionized clinical approaches to noninvasive diagnostic imaging procedures, which
now include magnetic resonance imaging and positron emission tomography as well.

9. A wide variety of new cardiovascular technologies including implantable defibrillators and
chemically treated stents were developed.

10. Neuronal pacing systems were used to detect and prevent epileptic seizures.

11. Artificial organs and tissue have been created.

12. The completion of the genome project has stimulated the search for new biological markers and
personalized medicine.

The impact of these discoveries and many others has been profound. The healthcare system of today
consists of technologically sophisticated clinical staff operating primarily in modern hospitals designed
to accommodate the new medical technology. This evolutionary process continues, with advances in the
physical sciences such as materials and nanotechnology, and in the life sciences such as molecular biology,
the genome project and artificial organs. These advances have altered and will continue to alter the very
nature of the healthcare delivery system itself.

Biomedical Engineering: A Definition

Bioengineering is usually defined as a basic research-oriented activity closely related to biotechnology and
genetic engineering, that is, the modification of animal or plant cells, or parts of cells, to improve plants or
animals or to develop new microorganisms for beneficial ends. In the food industry, for example, this has
meant the improvement of strains of yeast for fermentation. In agriculture, bioengineers may be concerned
with the improvement of crop yields by treatment of plants with organisms to reduce frost damage. It
is clear that bioengineers of the future will have a tremendous impact on the qualities of human life.
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FIGURE 1 The world of biomedical engineering.

The potential of this specialty is difficult to imagine. Consider the following activities of bioengineers:

Development of improved species of plants and animals for food production

Invention of new medical diagnostic tests for diseases

Production of synthetic vaccines from clone cells

Bioenvironmental engineering to protect human, animal, and plant life from toxicants and
pollutants

Study of protein—surface interactions

Modeling of the growth kinetics of yeast and hybridoma cells

Research in immobilized enzyme technology

Development of therapeutic proteins and monoclonal antibodies

Biomedical engineers, on the other hand, apply electrical, mechanical, chemical, optical, and other
engineering principles to understand, modify, or control biologic (i.e., human and animal) systems, as
well as design and manufacture products that can monitor physiologic functions and assist in the diagnosis
and treatment of patients. When biomedical engineers work within a hospital or clinic, they are more
properly called clinical engineers.

Activities of Biomedical Engineers

The breadth of activity of biomedical engineers is now significant. The field has moved from being
concerned primarily with the development of medical instruments in the 1950s and 1960s to include a
more wide-ranging set of activities. As illustrated below, the field of biomedical engineering now includes
many new career areas (see Figure 1), each of which is presented in this handbook. These areas include:

e Application of engineering system analysis (physiologic modeling, simulation, and control) to
biologic problems

e Detection, measurement, and monitoring of physiologic signals (i.e., biosensors and biomedical
instrumentation)



Diagnostic interpretation via signal-processing techniques of bioelectric data

Therapeutic and rehabilitation procedures and devices (rehabilitation engineering)

Devices for replacement or augmentation of bodily functions (artificial organs)

Computer analysis of patient-related data and clinical decision-making (i.e., medical informatics
and artificial intelligence)

Medical imaging, that is, the graphic display of anatomic detail or physiologic function

e The creation of new biologic products (i.e., biotechnology and tissue engineering)
e The development of new materials to be used within the body (biomaterials)

Typical pursuits of biomedical engineers, therefore, include:

Research in new materials for implanted artificial organs
Development of new diagnostic instruments for blood analysis
Computer modeling of the function of the human heart

Writing software for analysis of medical research data

Analysis of medical device hazards for safety and efficacy
Development of new diagnostic imaging systems

Design of telemetry systems for patient monitoring

Design of biomedical sensors for measurement of human physiologic systems variables
Development of expert systems for diagnosis of disease

Design of closed-loop control systems for drug administration
Modeling of the physiological systems of the human body

Design of instrumentation for sports medicine

Development of new dental materials

Design of communication aids for the handicapped

Study of pulmonary fluid dynamics

Study of the biomechanics of the human body

Development of material to be used as replacement for human skin

Biomedical engineering, then, is an interdisciplinary branch of engineering that ranges from theoretical,
nonexperimental undertakings to state-of-the-art applications. It can encompass research, development,
implementation, and operation. Accordingly, like medical practice itself, it is unlikely that any single
person can acquire expertise that encompasses the entire field. Yet, because of the interdisciplinary nature
of this activity, there is considerable interplay and overlapping of interest and effort between them.
For example, biomedical engineers engaged in the development of biosensors may interact with those
interested in prosthetic devices to develop a means to detect and use the same bioelectric signal to power
a prosthetic device. Those engaged in automating the clinical chemistry laboratory may collaborate with
those developing expert systems to assist clinicians in making decisions based on specific laboratory data.
The possibilities are endless.

Perhaps a greater potential benefit occurring from the use of biomedical engineering is identification
of the problems and needs of our present healthcare system that can be solved using existing engineering
technology and systems methodology. Consequently, the field of biomedical engineering offers hope in
the continuing battle to provide high-quality care at a reasonable cost. If properly directed toward solving
problems related to preventive medical approaches, ambulatory care services, and the like, biomedical
engineers can provide the tools and techniques to make our healthcare system more effective and efficient;
and in the process, improve the quality of life for all.

Joseph D. Bronzino
Editor-in-Chief
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the many intersections of engineering and the life sciences. The Physiologic Systems section is

T HE BIOMEDICAL ENGINEERING HANDBOOK is an ambitious project to identify and catalogue

an attempt to describe a number of systems that have benefited from joining engineering and
physiologic approaches to understanding. The “systems approach” to biology and physiology has been
one of engineering’s gifts to the investigator of life’s secrets. There are literally endless biological and
physiological systems; however, those still await careful engineering analysis and modeling. Much has

been done, but so much more remains to be done.



I-2 Biomedical Engineering Fundamentals

As Robert Plonsey so aptly put it, “While the application of engineering expertise to the life sciences
requires an obvious knowledge of contemporary technical theory and its applications, it also demands
an adequate knowledge and understanding of relevant medicine and biology. It has been argued that the
most challenging part of finding engineering solutions to problems lies in the formulation of the solution
in engineering terms. In Biomedical engineering, this usually demands a full understanding of the life
science substrates as well as the quantitative methodologies.”

In this section, careful selections of systems that have benefited from a system’s approach are offered.
Because of space limitations, we are unable to offer more. We trust that these selections will provide
information that will enhance the sections that follow.
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Because not every cell in the human body is near enough to the environment to easily exchange with
it’s mass (including nutrients, oxygen, carbon dioxide, and the waste products of metabolism), energy
(including heat), and momentum, the physiologic system is endowed with a major highway network —
organized to make available thousands of miles of access tubing for the transport to and from a different
neighborhood (on the order of 10 um or less) of any given cell whatever it needs to sustain life. This
highway network, called the cardiovascular system, includes a pumping station, the heart; a working fluid,
blood; a complex branching configuration of distributing and collecting pipes and channels, blood vessels;
and a sophisticated means for both intrinsic (inherent) and extrinsic (autonomic and endocrine) control.

1.1 The Working Fluid: Blood

Accounting for about 8 & 1% of total body weight, averaging 5200 ml, blood is a complex, heterogeneous
suspension of formed elements — the blood cells, or hematocytes — suspended in a continuous, straw-
colored fluid called plasma. Nominally, the composite fluid has a mass density of 1.057 4 0.007 g/cm?,
and it is three to six times as viscous as water. The hematocytes (Table 1.1) include three basic types
of cells: red blood cells (erythrocytes, totalling nearly 95% of the formed elements), white blood cells
(leukocytes, averaging <0.15% of all hematocytes), and platelets (thrombocytes, on the order of 5% of
all blood cells). Hematocytes are all derived in the active (“red”) bone marrow (about 1500 g) of adults
from undifferentiated stem cells called hemocytoblasts, and all reach ultimate maturity via a process called
hematocytopoiesis.

1-1
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An Outline of Cardiovascular Structure and Function 1-3

The primary function of erythrocytes is to aid in the transport of blood gases — about 30 to 34%
(by weight) of each cell consisting of the oxygen- and carbon dioxide-carrying protein hemoglobin
(64,000 < MW < 68,000) and a small portion of the cell containing the enzyme carbonic anhydrase,
which catalyzes the reversible formation of carbonic acid from carbon dioxide and water. The primary
function of leukocytes is to endow the human body with the ability to identify and dispose of foreign
substances such as infectious organisms) that do not belong there — agranulocytes (lymphocytes and
monocytes) essentially doing the “identifying” and granulocytes (neutrophils, basophils, and eosinophils)
essentially doing the “disposing.” The primary function of platelets is to participate in the blood clotting
process.

Removal of all hematocytes from blood centrifugation or other separating techniques leaves behind
the aqueous (91% water by weight, 94.8% water by volume), saline (0.15 N) suspending medium called
plasma— which has an average mass density of 1.035 £ 0.005 g/cm® and a viscosity 1% to 2 times that of
water. Some 6.5 to 8% by weight of plasma consists of the plasma proteins, of which there are three major
types — albumin, the globulins, and fibrinogen — and several of lesser prominence (Table 1.2).

The primary functions of albumin are to help maintain the osmotic (oncotic) transmural pressure
differential that ensures proper mass exchange between blood and interstitial fluid at the capillary level
and to serve as a transport carrier molecule for several hormones and other small biochemical constituents
(such as some metal ions). The primary function of the globulin class of proteins is to act as transport
carrier molecules (mostly of the & and B class) for large biochemical substances, such as fats (lipoproteins)
and certain carbohydrates (muco- and glycoproteins) and heavy metals (mineraloproteins), and to work
together with leukocytes in the body’s immune system. The latter function is primarily the responsibility
of the y class of immunoglobulins, which have antibody activity. The primary function of fibrinogen is
to work with thrombocytes in the formation of a blood clot — a process also aided by one of the most
abundant of the lesser proteins, prothrombin (MW =~ 62, 000).

Of the remaining 2% or so (by weight) of plasma, just under half (0.95%, or 983 mg/dl plasma) consists
of minerals (inorganic ash), trace elements, and electrolytes, mostly the cations sodium, potassium,
calcium, and magnesium and the anions chlorine, bicarbonate, phosphate, and sulfate — the latter three
helping as buffers to maintain the fluid at a slightly alkaline pH between 7.35 and 7.45 (average 7.4). What
is left, about 1087 mg of material per deciliter of plasma, includes (1) mainly (0.8% by weight) three major
types of fat, that is, cholesterol (in a free and esterified form), phospholipid (a major ingredient of cell
membranes), and triglyceride, with lesser amounts of the fat-soluble vitamins (A, D, E, and K), free fatty
acids, and other lipids, and (2) “extractives” (0.25% by weight), of which about two-thirds includes glucose
and other forms of carbohydrate, the remainder consisting of the water-soluble vitamins (B-complex and
C), certain enzymes, nonnitrogenous and nitrogenous waste products of metabolism (including urea,
creatine, and creatinine), and many smaller amounts of other biochemical constituents — the list seeming
virtually endless.

Removal from blood of all hematocytes and the protein fibrinogen (by allowing the fluid to completely
clot before centrifuging) leaves behind a clear fluid called serum, which has a density of about 1.018 +
0.003 g/cm® and a viscosity up to 1% times that of water. A glimpse of Table 1.1 and Table 1.2, together
with the very brief summary presented above, nevertheless gives the reader an immediate appreciation for
why blood is often referred to as the “river of life.” This river is made to flow through the vascular piping
network by two central pumping stations arranged in series: the left and right sides of the human heart.

1.2 The Pumping Station: The Heart

Barely the size of the clenched fist of the individual in whom it resides — an inverted, conically shaped,
hollow muscular organ measuring 12 to 13 cm from base (top) to apex (bottom) and 7 to 8 cm at its
widest point and weighing just under 0.75 1b (about 0.474% of the individual’s body weight, or some
325 g) — the human heart occupies a small region between the third and sixth ribs in the central portion
of the thoracic cavity of the body. It rests on the diaphragm, between the lower part of the two lungs, its
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TABLE 1.2 Plasma

Biomedical Engineering Fundamentals

Constituent

Total protein,

7% by weight
Albumin (56% TP)
a1-Globulin (5.5% TP)
ay-Globulin (7.5% TP)
B-Globulin (13% TP)
y-Globulin (12% TP)
Fibrinogen (4% TP)
Other (2% TP)

Inorganic ash,
0.95% by weight

Sodium
Potassium
Calcium
Magnesium
Chloride
Bicarbonate
Phosphate
Sulfate
Other

Lipids (fats),
0.80% by weight
Cholesterol (34% TL)

Phospholipid (35% TL)
Triglyceride (26% TL)
Other (5% TL)

Extractives,
0.25% by weight

Glucose

Urea

Carbohydrate

Other

Concentration
range
(mg/dl plasma)

6400-8300
2800-5600
300-600
400-900
500-1230
500-1800
150-470
70-210

930-1140

300-340
13-21
8.4-11.0
1.5-3.0
336-390
110-240
2.7-4.5
0.5-1.5
0-100

541-1000
12-105 “free”
72-259 esterified,
84-364 “total”
150-331
65-240
0-80
200-500
60-120, fasting
20-30

60-105
11-111

Typical
plasma value
(mg/dl)

7245
4057
400
542
942
869
290
145

983

325
17
10
2
369
175
3.6
1.0
80.4

828
59
224
283
292
215
38
259
90
25

83
61

Molecular
weight Typical Typical size
range value (nm)
21,000-1,200,000 — —
66,500—69,000 69,000 15 x 4
21,000—435,000 60,000 5-12
100,000-725,000 200,000 50-500
90,000—1,200,000 100,000 18-50
150,000-196,000 150,000 23 x4
330,000-450,000 390,000 (50-60) x (3-8)
70,000—1,000,000 200,000 (15-25) x (2-6)
20-100 — —
(Radius)
— 22.98977 0.102 (Na™)
— 39.09800 0.138 (K1)
— 40.08000 0.099 (Ca2t)
— 24,30500 0.072 (Mg>1)
— 35.45300 0.181 (CI7)
— 61.01710 0.163 (HCO3)
— 95.97926 0.210 (HPO3 ")
— 96.05760 0.230 (S037)
20-100 — 0.1-0.3
44,000-3,200,000 = Lipoproteins Up to 200 or more

386.67 Contained mostly in intermediate to
LDL B-lipoproteins; higher in women
690-1,010 Contained mainly in HDL
to VHDL « -lipoproteins
400-1,370 Contained mainly in VLDL
a;-lipoproteins and chylomicrons
280-1,500 Fat-soluble vitamins, prostaglandins,
fatty acids
— 180.1572 0.86 D
— 60.0554 0.36 D
180.16-342.3 — 0.74-0.108 D

base-to-apex axis leaning mostly toward the left side of the body and slightly forward. The heart is divided
by a tough muscular wall — the interatrial-interventricular septum — into a somewhat crescent-shaped
right side and cylindrically shaped left side (Figure 1.1), each being one self-contained pumping station,
but the two being connected in series. The left side of the heart drives oxygen-rich blood through the
aortic semilunar outlet valve into the systemic circulation, which carries the fluid to within a differen-
tial neighborhood of each cell in the body — from which it returns to the right side of the heart low
in oxygen and rich in carbon dioxide. The right side of the heart then drives this oxygen-poor blood
through the pulmonary semilunar (pulmonic) outlet valve into the pulmonary circulation, which carries
the fluid to the lungs — where its oxygen supply is replenished and its carbon dioxide content is purged
before it returns to the left side of the heart to begin the cycle all over again. Because of the anatomic
proximity of the heart to the lungs, the right side of the heart does not have to work very hard to drive
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FIGURE 1.1 Anterior view of the human heart showing the four chambers, the inlet and outlet valves, the inlet and
outlet major blood vessels, the wall separating the right side from the left side, and the two cardiac pacing centers —
the sinoatrial node and the atrioventricular node. Boldface arrows show the direction of flow through the heart
chambers, the valves, and the major vessels.

blood through the pulmonary circulation, so it functions as a low-pressure (P < 40 mmHg gauge) pump
compared with the left side of the heart, which does most of its work at a high pressure (up to 140 mmHg
gauge or more) to drive blood through the entire systemic circulation to the furthest extremes of
the organism.

Each cardiac (heart) pump is further divided into two chambers: a small upper receiving chamber,
or atrium (auricle), separated by a one-way valve from a lower discharging chamber, or ventricle, which
is about twice the size of its corresponding atrium. In order of size, the somewhat spherically shaped
left atrium is the smallest chamber — holding about 45 ml of blood (at rest), operating at pressures
on the order of 0 to 25 mmHg gauge, and having a wall thickness of about 3 mm. The pouch-shaped
right atrium is next (63 ml of blood, 0 to 10 mmHg gauge of pressure, 2-mm wall thickness), followed
by the conical/cylindrically shaped left ventricle (100 ml of blood, up to 140 mmHg gauge of pressure,
variable wall thickness up to 12 mm) and the crescent-shaped right ventricle (about 130 ml of blood,
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up to 40 mmHg gauge of pressure, and a wall thickness on the order of one-third that of the left ventricle,
up to about 4 mm). All together, then, the heart chambers collectively have a capacity of some 325
to 350 ml, or about 6.5% of the total blood volume in a “typical” individual — but these values are
nominal, since the organ alternately fills and expands, contracts, and then empties as it generates a cardiac
output.

During the 480-msec or so filling phase — diastole — of the average 750-msec cardiac cycle, the
inlet valves of the two ventricles (3.8-cm-diameter tricuspid valve from right atrium to right vent-
ricle; 3.1-cm-diameter bicuspid or mitral valve from left atrium to left ventricle) are open, and the
outlet valves (2.4-cm-diameter pulmonary valve and 2.25-cm-diameter aortic semilunar valve, respect-
ively) are closed — the heart ultimately expanding to its end-diastolic-volume (EDV), which is on the
order of 140 ml of blood for the left ventricle. During the 270-msec emptying phase — systole —
electrically induced vigorous contraction of cardiac muscle drives the intraventricular pressure up, for-
cing the one-way inlet valves closed and the unidirectional outlet valves open as the heart contracts
to its end-systolic-volume (ESV), which is typically on the order of 70 ml of blood for the left vent-
ricle. Thus the ventricles normally empty about half their contained volume with each heart beat, the
remainder being termed the cardiac reserve volume. More generally, the difference between the actual
EDV and the actual ESV, called the stroke volume (SV), is the volume of blood expelled from the heart
during each systolic interval, and the ratio of SV to EDV is called the cardiac ejection fraction, or ejec-
tion ratio (0.5-0.75 is normal, 0.4-0.5 signifies mild cardiac damage, 0.25-0.40 implies moderate heart
damage, and <0.25 warms of severe damage to the heart’s pumping ability). If the stroke volume is
multiplied by the number of systolic intervals per minute, or heart (HR), one obtains the total cardiac
output (CO):

CO = HR x (EDV — ESV) (L.1)

Dawson [1991] has suggested that the cardiac output (in milliliters per minute) is proportional to the
weight W (in kilograms) of an individual according to the equation

CO —224W°/* (1.2)
and that “normal” heart rate obeys very closely the relation
HR = 229w~ /4 (1.3)

For a “typical” 68.7-kg individual (blood volume = 5200 ml), Equation 1.1, Equation 1.2, and Equa-
tion 1.3 yield CO = 5345 ml/min, HR = 80 beats/min (cardiac cycle period = 754 msec) and
SV = CO/HR = 224W3/4/229W~1/* = 0.978W = 67.2 ml/beat, which are very reasonable values.
Furthermore, assuming this individual lives about 75 years, his or her heart will have cycled over 3.1536
billion times, pumping a total of 0.2107 billion liters of blood (55.665 million gallons, or 8134 quarts per
day) — all of it emptying into the circulatory pathways that constitute the vascular system.

1.3 The Piping Network: Blood Vessels

The vascular system is divided by a microscopic capillary network into an upstream, high-pressure, effer-
entarterial side (Table 1.3) — consisting of relatively thick-walled, viscoelastic tubes that carry blood away
from the heart — and a downstream, low-pressure, afferent venous side (Table 1.4) — consisting of corres-
pondingly thinner (but having a larger caliber) elastic conduits that return blood back to the heart. Except
for their differences in thickness, the walls of the largest arteries and veins consist of the same three distinct,
well-defined, and well-developed layers. From innermost to outermost, these layers are (1) the thinnest
tunica intima, a continuous lining (the vascular endothelium) consisting of a single layer of simple
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squamous (thin, sheetlike) endothelial cells “glued” together by a polysaccharide (sugar) intercellular
matrix, surrounded by a thin layer of subendothelial connective tissue interlaced with a number of circu-
larly arranged elastic fibers to form the subendothelium, and separated from the next adjacent wall layer by
a thick elastic band called the internal elastic lamina, (2) the thickest tunica media, composed of numerous
circularly arranged elastic fibers, especially prevalent in the largest blood vessels on the arterial side (allow-
ing them to expand during systole and to recoil passively during diastole), a significant amount of smooth
muscle cells arranged in spiraling layers around the vessel wall, especially prevalent in medium-sized arter-
ies and arterioles (allowing them to function as control points for blood distribution), and some interlacing
collagenous connective tissue, elastic fibers, and intercellular mucopolysaccharide substance (extractives),
all separated from the next adjacent wall layer by another thick elastic band called the external elastic lam-
ina, and (3) the medium-sized tunica adventitia, an outer vascular sheath consisting entirely of connective
tissue.

The largest blood vessels, such as the aorta, the pulmonary artery, the pulmonary veins, and others,
have such thick walls that they require a separate network of tiny blood vessels — the vasa vasorum —
just to service the vascular tissue itself. As one moves toward the capillaries from the arterial side (see
Table 1.3), the vascular wall keeps thinning, as if it were shedding 15-um-thick, onion-peel-like concentric
layers, and while the percentage of water in the vessel wall stays relatively constant at 70% (by weight),
the ratio of elastin to collagen decreases (actually reverses) — from 3 : 2 in large arteries (9% elastin, 6%
collagen, by weight) to 1 : 2 in small tributaries (5% elastin, 10% collagen) — and the amount of smooth
muscle tissue increases from 7.5% by weight of large arteries (the remaining 7.5% consisting of various
extractives) to 15% in small tributaries. By the time one reaches the capillaries, one encounters single-
cell-thick endothelial tubes — devoid of any smooth muscle tissue, elastin, or collagen — downstream of
which the vascular wall gradually “reassembles itself,” layer-by-layer, as it directs blood back to the heart
through the venous system (Table 1.4).

Blood vessel structure is directly related to function. The thick-walled large arteries and main distributing
branches are designed to withstand the pulsating 80 to 130 mmHg blood pressures that they must endure.
The smaller elastic conducting vessels need only operate under steadier blood pressures in the range 70
to 90 mmHg, but they must be thin enough to penetrate and course through organs without unduly
disturbing the anatomic integrity of the mass involved. Controlling arterioles operate at blood pressures
between 45 and 70 mmHg but are heavily endowed with smooth muscle tissue (hence their being referred
to as muscular vessels) so that they may be actively shut down when flow to the capillary bed they service
is to be restricted (for whatever reason), and the smallest capillary resistance vessels (which operate at
blood pressures on the order of 10 to 45 mmHg) are designed to optimize conditions for transport
to occur between blood and the surrounding interstitial fluid. Traveling back up the venous side, one
encounters relatively steady blood pressures continuously decreasing from around 30 mmHg all the way
down to near zero, so these vessels can be thin-walled without disease consequence. However, the low
blood pressure, slower, steady (time-dependent) flow, thin walls, and larger caliber that characterize the
venous system cause blood to tend to “pool” in veins, allowing them to act somewhat like reservoirs.
It is not surprising, then, that at any given instant, one normally finds about two-thirds of the total
human blood volume residing in the venous system, the remaining one-third being divided among the
heart (6.5%), the microcirculation (7% in systemic and pulmonary capillaries), and the arterial system
(19.5 t0 20%).

In a global sense, then, one can think of the human cardiovascular system — using an electrical
analogy — as a voltage source (the heart), two capacitors (a large venous system and a smaller arterial
system), and a resistor (the microcirculation taken as a whole). Blood flow and the dynamics of the system
represent electrical inductance (inertia), and useful engineering approximations can be derived from such
a simple model. The cardiovascular system is designed to bring blood to within a capillary size of each and
every one of the more than 10'# cells of the body — but which cells receive blood at any given time, fow
muchblood they get, the composition of the fluid coursing by them, and related physiologic considerations
are all matters that are not left up to chance.
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1.4 Cardiovascular Control

Blood flows through organs and tissues either to nourish and sanitize them or to be itself processed in
some sense — for example, to be oxygenated (pulmonary circulation), stocked with nutrients (splanchnic
circulation), dialyzed (renal circulation), cooled (cutaneous circulation), filtered of dilapidated red blood
cells (splenic circulation), and so on. Thus any given vascular network normally receives blood according
to the metabolic needs of the region it perfuses and/or the function of that region as a blood treatment
plant and/or thermoregulatory pathway. However, it is not feasible to expect that our physiologic transport
system can be “all things to all cells all of the time” — especially when resources are scarce and/or time
is a factor. Thus the distribution of blood is further prioritized according to three basic criteria (1) how
essential the perfused region is to the maintenance of life itself (e.g., we can survive without an arm, a
leg, a stomach, or even a large portion of our small intestine but not without a brain, a heart, and at least
one functioning kidney and lung, (2) how essential the perfused region is in allowing the organism to
respond to a life-threatening situation (e.g., digesting a meal is among the least of the body’s concerns
in a “fight or flight” circumstance), and (3) how well the perfused region can function and survive on a
decreased supply of blood (e.g., some tissues — like striated skeletal and smooth muscle — have significant
anaerobic capability; others — like several forms of connective tissue — can function quite effectively at
a significantly decreased metabolic rate when necessary; some organs — like the liver — are larger than
they really need to be; and some anatomic structures — like the eyes, ears, and limbs — have duplicates,
giving them a built-in redundancy).

Within this generalized prioritization scheme, control of cardiovascular function is accomplished by
mechanisms that are based either on the inherent physicochemical attributes of the tissues and organs
themselves — so-called intrinsic control — or on responses that can be attributed to the effects on
cardiovascular tissues of other organ systems in the body (most notably the autonomic nervous system
and the endocrine system) — so-called extrinsic control. For example, the accumulation of wastes and
depletion of oxygen and nutrients that accompany the increased rate of metabolism in an active tissue
both lead to an intrinsic relaxation of local precapillary sphincters (rings of muscle) — with a consequent
widening of corresponding capillary entrances — which reduces the local resistance to flow and thereby
allows more blood to perfuse the active region. On the other hand, the extrinsic innervation by the
autonomic nervous system of smooth muscle tissues in the walls of arterioles allows the central nervous
system to completely shut down the flow to entire vascular beds (such as the cutaneous circulation) when
this becomes necessary (such as during exposure to extremely cold environments).

In addition to prioritizing and controlling the distribution of blood, physiologic regulation of cardiovas-
cular function is directed mainly at four other variables: cardiac output, blood pressure, blood volume,
and blood composition. From Equation 1.1 we see that cardiac output can be increased by increasing the
heart rate (a chronotropic effect), increasing the end-diastolic volume (allowing the heart to fill longer by
delaying the onset of systole), decreasing the end-systolic volume (an inotropic effect), or doing all three
things at once. Indeed, under the extrinsic influence of the sympathetic nervous system and the adrenal
glands, HR can triple — to some 240 beats/min if necessary — EDV can increase by as much as 50% — to
around 200 ml or more of blood — and ESV and decrease a comparable amount (the cardiac reserve) —
to about 30 to 35 ml or less. The combined result of all three effects can lead to over a sevenfold increase
in cardiac output — from the normal 5 to 5.5 I/min to as much as 40 to 41 /min or more for very brief
periods of strenuous exertion.

The control of blood pressure is accomplished mainly by adjusting at the arteriolar level the downstream
resistance to flow — an increased resistance leading to a rise in arterial backpressure, and vice versa.
This effect is conveniently quantified by a fluid-dynamic analogue to Ohm’s famous E = IR law in
electromagnetic theory, voltage drop E being equated to fluid pressure drop AP, electric current I
corresponding to flow — cardiac output (CO) — and electric resistance R being associated with an
analogous vascular “peripheral resistance” (PR). Thus one may write

AP = (CO)(PR) (1.4)
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Normally, the total systemic peripheral resistance is 15 to 20 mmHg/l/min of flow but can increase
significantly under the influence of the vasomotor center located in the medulla of the brain, which
controls arteriolar muscle tone.

The control of blood volume is accomplished mainly through the excretory function of the kidney.
For example, antidiuretic hormone (ADH) secreted by the pituitary gland acts to prevent renal fluid loss
(excretion via urination) and thus increases plasma volume, whereas perceived extracellular fluid overloads
such as those which result from the peripheral vasoconstriction response to cold stress lead to a sympath-
etic/adrenergic receptor-induced renal diuresis (urination) that tends to decrease plasma volume — if
not checked, to sometimes dangerously low dehydration levels. Blood composition, too, is maintained
primarily through the activity of endocrine hormones and enzymes that enhance or repress specific bio-
chemical pathways. Since these pathways are too numerous to itemize here, suffice it to say that in the
body’s quest for homeostasis and stability, virtually nothing is left to chance, and every biochemical end
can be arrived at through a number of alternative means. In a broader sense, as the organism strives to
maintain life, it coordinates a wide variety of different functions, and central to its ability to do just that
is the role played by the cardiovascular system in transporting mass, energy, and momentum.

Defining Terms

Atrioventricular (AV) node: A highly specialized cluster of neuromuscular cells at the lower portion of
the right atrium leading to the interventricular septum; the AV node delays sinoatrial, (SA) node-
generated electrical impulses momentarily (allowing the atria to contract first) and then conducts
the depolarization wave to the bundle of His and its bundle branches.

Autonomic nervous system: The functional division of the nervous system that innervates most glands,
the heart, and smooth muscle tissue in order to maintain the internal environment of the body.

Cardiac muscle: Involuntary muscle possessing much of the anatomic attributes of skeletal voluntary
muscle and some of the physiologic attributes of involuntary smooth muscle tissue; SA node-
induced contraction of its interconnected network of fibers allows the heart to expel blood during
systole.

Chronotropic: Affecting the periodicity of a recurring action, such as the slowing (bradycardia) or
speeding up (tachycardia) of the heartbeat that results from extrinsic control of the SA node.
Endocrine system: The system of ductless glands and organs secreting substances directly into the blood

to produce a specific response from another “target” organ or body part.

Endothelium: Flat cells that line the innermost surfaces of blood and lymphatic vessels and the heart.

Homeostasis: A tendency to uniformity or stability in an organism by maintaining within narrow limits
certain variables that are critical to life.

Inotropic: Affecting the contractility of muscular tissue, such as the increase in cardiac power that results
from extrinsic control of the myocardial musculature.

Precapillary sphincters: Rings of smooth muscle surrounding the entrance to capillaries where they
branch off from upstream metarterioles. Contraction and relaxation of these sphincters close and
open the access to downstream blood vessels, thus controlling the irrigation of different capillary
networks.

Sinoatrial (SA) node: Neuromuscular tissue in the right atrium near where the superior vena cava
joins the posterior right atrium (the sinus venarum); the SA node generates electrical impulses that
initiate the heartbeat, hence its nickname the cardiac “pacemaker.”

Stem cells: A generalized parent cell spawning descendants that become individually specialized.
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2.1 Introduction

The body, if it is to achieve optimal performance, must possess mechanisms for sensing and respond-
ing appropriately to numerous biologic cues and signals in order to control and maintain its internal
environment. This complex role is effected by the integrative action of the endocrine and neural systems.
The endocrine contribution is achieved through a highly sophisticated set of communication and con-
trol systems involving signal generation, propagation, recognition, transduction, and response. The
signal entities are chemical messengers or hormones that are distributed through the body mainly by
the blood circulatory system to their respective target sites, organs, or cells, to modify their activity in some
fashion.

Endocrinology has a comparatively long history, but real advances in the understanding of endocrine
physiology and mechanisms of regulation and control began in the late 1960s with the introduction of sens-
itive and relatively specific analytical methods; these enabled low concentrations of circulating hormones

2-1
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to be measured reliably, simply, and at relatively low cost. The breakthrough came with the development
and widespread adoption of competitive protein binding and radioimmunoassays that superseded existing
cumbersome bioassay methods. Since then, knowledge of the physiology of individual endocrine glands
and of the neural control of the pituitary gland and the overall feedback control of the endocrine system has
progressed and is growing rapidly. Much of this has been accomplished by applying to endocrinological
research the methods developed in cellular and molecular biology and recombinant DNA technology.
At the same time, theoretical and quantitative approaches using mathematical modeling to complement
experimental studies have been of value in gaining a greater understanding of endocrine dynamics.

2.2 Endocrine System: Hormones, Signals, and Communication
between Cells and Tissues

Hormones are chemical messengers synthesized and secreted by specialized endocrine glands to act locally
or at a distance, having been carried in the bloodstream (classic endocrine activity) or secreted into the gut
lumen (lumocrine activity) to act on target cells that are distributed elsewhere in the body. Probably, to be
more correct three actions should be defined, namely: endocrine action when the hormone is distributed
in circulation binds to distant target cells; paracrine action in which the hormone acts locally by diffusing
from its source to target cells in close proximity; and autocrine action when the hormone acts upon the
cell that actually produced it.

Hormones are chemically diverse, physiologically potent molecules that are the primary vehicle for
intercellular communication with the capacity to override the intrinsic mechanisms of normal cellular
control. They can be classified broadly into four groups according to their physicochemical characteristics
(1) steroid hormones, (2) peptide and protein hormones, (3) those derived from amino acids, principally
the aromatic amino acid tyrosine, and (4) the eicosanoids (fatty acid derivatives).

1. Steroids are lipids, more specifically, derivatives of cholesterol produced by chemical modification.
Examples include the sex steroids such as testosterone and the adrenal steroids such as cortisol. The first
and rate-limiting step in the synthesis of all steroid hormones is the conversion of cholesterol to pregnen-
olone, which is formed on the inner membrane of cell mitochondria then transferred to the endoplasmic
reticulum for further enzymatic transformations that yield the steroid hormones. Newly synthesized ster-
oid hormones are rapidly secreted from the cell, so an increase in secretion reflects an accelerated rate
of synthesis. Lipid-derived molecules, like the steroid hormones, are hydrophobic, so to improve their
solubility they have to be carried in the circulation bound to specific transport proteins, though to a lim-
ited extent there is low-affinity, nonspecific binding to plasma proteins, such as plasma albumen. Binding
capability and production clearance rates affect their half-life, which is comparatively long, and the rate
of elimination. Steroid hormones are typically eliminated, following enzymatic inactivation in the liver,
by excretion in urine and bile.

2. Peptide and protein hormones are synthesized in the cellular endoplasmic reticulum and then trans-
ferred to the Golgi apparatus where they are packaged into secretory vesicles for export. They can then
be secreted either by regulated secretion or by constitutive secretion. In the former case, the hormone is
stored in secretory granules and released in “bursts” when appropriately stimulated. This process enables
cells to secrete a large amount of hormone over a short period of time. However, in the second case, the
hormone is not stored within the cell, but rather it is released from the secretory vesicles as it is synthesized.
As products of posttranslational modification of RNA-directed protein synthesis, they vary considerably
in size, encompassing a range from that of peptides as short as three amino acids to large, multiple subunit
glycoproteins. Several protein hormones are synthesized as prohormones, then subsequently modified
by proteolysis to yield their active form. In other cases, the hormone is originally embedded within the
sequence of a larger precursor, the active molecule being released by proteolytic cleavage of the parent
molecule. The peptide and protein hormones are essentially hydrophilic and are therefore able to circulate
in the blood in the free state; their half-life tends to be very short, of the order of a few minutes only.
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3. Amino acid derivatives: There are two groups of hormones derived from the amino acid tyrosine;
namely, thyroid hormones which are basically a “double” tyrosine ring incorporating three or four iodine
atoms and the catecholamines that include epinephrine and norepinephrine that have the capability of
functioning as both hormones and neurotransmitters. However, the two groups have highly different
half-lives in the circulation, the thyroid hormones being of the order of several days, being inactivated by
intracellular deiodinases, while that of the catecholamines is a few minutes only. Two other amino acids
are involved in hormone synthesis: tryptophan, which is the precursor of both serotonin and the pineal
hormone melatonin and glutamic acid, which is the precursor of histamine.

4. Eicosanoids are comprised of a large group of molecules derived from polyunsaturated fatty acids,
the principal groups of the class being the prostaglandins, prostacyclins, leukotrienes, and thromboxanes.
The specific eicosanoids which are synthesized by the cell is determined by a complex enzyme system
within the cell following stimulation. Arachadonic acid released through the action of various lipases
from cell plasma membrane lipids is the precursor for these hormones. All these hormones are rapidly
metabolized and are active for a few seconds only.

2.2.1 A System View

The endocrine and nervous systems are physically and functionally linked by a specific region of the brain
called the hypothalamus, which lies immediately above the pituitary gland, to which it is connected by
an extension called the pituitary stalk. The integrating function of the hypothalamus is mediated by cells
that possess the properties of both nerve and processes that carry electrical impulses and on stimulation
can release their signal molecules into the blood. Each of the hypothalamic neurosecretory cells can be
stimulated by other nerve cells in higher regions of the brain to secrete specific peptide hormones or release
factors into the adenohypophyseal portal vasculature. These hormones can then specifically stimulate or
suppress the secretion of a second hormone from the anterior pituitary. Figure 2.1 and Table 2.1 show, in
schematic and descriptive form, respectively, details of the major endocrine glands of the body and the
endocrine pathways.

The pituitary hormones in the circulation interact with their target tissues, which, if endocrine glands,
are stimulated to secrete further (third) hormones that feedback to inhibit the release of the pituit-
ary hormones. It will be seen from Figure 2.1 and Table 2.1 that the main targets of the pituitary are
the adrenal cortex, the thyroid, and the gonads. These axes provide good examples of the control of
pituitary hormone release by negative-feedback inhibition; for example, adrenocorticotropin (ACTH),
luteinizing hormone (LH), and follicle-stimulating hormone (FSH) are selectively inhibited by differ-
ent steroid hormones, as is thyrotropin (thyroid stimulating hormone [TSH]) release by the thyroid
hormones.

In the case of growth hormone (GH) and prolactin, the target tissue is not an endocrine gland and
thus does not produce a hormone; then the feedback control is mediated by inhibitors. Prolactin is under
dopamine inhibitory control, whereas hypothalamic releasing and inhibitory factors control GH release.
The two posterior pituitary (neurohypophyseal) hormones, oxytocin and vasopressin, are synthesized in
the supraoptic and paraventricular nuclei and are stored in granules at the end of the nerve fibers in the
posterior pituitary. Oxytocin is subsequently secreted in response to peripheral stimuli from the cervical
stretch receptors or the suckling receptors of the breast. In a like manner, antidiuretic hormone (ADH,
vasopressin) release is stimulated by the altered activity of hypothalamic osmoreceptors responding to
changes in plasma solute concentrations.

It will be noted that the whole system is composed of several endocrine axes with the hypothalamus,
pituitary, and other endocrine glands together forming a complex hierarchical regulatory system. There
is no doubt that the anterior pituitary occupies a central position in the control of hormone secretion
and, because of its important role, was often called the “conductor of the endocrine orchestra.” However,
the release of pituitary hormones is mediated by complex feedback control (discussed in the following
sections), so the pituitary should be regarded as having a permissive role rather than having the overall
control of the endocrine system.
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FIGURE 2.1 Representation of the forward pathways of pituitary and target gland hormone release and action:
tropic hormones; — — — — tissue-affecting hormones.

2.3 Hormone Action at the Cell Level: Signal Recognition,
Signal Transduction, and Effecting a Physiological Response

The ability of target glands or tissues to respond to hormonal signals depends on the ability of the cells to
recognize the signal. This function is mediated by specialized proteins or glycoproteins in or on the cell
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TABLE 2.1 Main Endocrine Glands and the Hormones They Produce and Release
Chemical
Gland Hormone characteristics
Hypothalamus/median ~ Thyrotropin-releasing hormone (TRH) Peptides
eminence Somatostatin
Gonadotropin-releasing hormone Amine
Growth hormone-releasing hormone
Corticotropin-releasing hormone
Prolactin inhibitor factor
Anterior pituitary Thyrotropin (TSH) Glycoprotiens
Luteinizing hormone
Follicle-stimulating hormone (FSH) Proteins
Growth hormones
Prolactin
Adrenocorticotropin (ACTH)
Posterior pituitary Vasopressin (antidiuretic hormone, ADH)
Oxytocin Peptides

Thyroid Triidothyronine (T3) Tyrosine derivatives
Thyroxine (T4)
Parathyroid Parathyroid hormone (PTH) Peptide
Adrenal cortex Cortisol Steroids
Aldosterone
Adrenal medulla Epinephrine Catecolamines
Norepinephrine
Pancreas Insulin Proteins
Glucagon
Somatostatin
Gonads
Testes Testosterone Steroids
Ovaries Oestrogen
Progesssterone

TABLE 2.2 Summary of Location of Receptor, Associated Classes of Hormones, and Their
Principle Mechanism of Action

Location of receptors Classes of hormones Principal mechanism of action

Plasma membrane
(cell surface)

Proteins and peptides,
catecholamines and eicosanoids

Generation of second messengers
that primarily modulate the
activity of intracellular enzymes
Modification of RNA-directed protein
synthesis and the transcriptional
activity of responsive genes

Intracellular (cytoplasm  Steroids and thyroid hormones
and/or nucleus)

plasma membrane that are specific for a particular hormone, able to recognize it, bind it with high affinity,
and react when very low concentrations are present. Recognition of the hormonal signal and activation
of the cell surface receptors initiates a flow of information to the cell interior, which triggers a chain of
intracellular events in a preprogrammed fashion that produces a characteristic response. It is useful to
classify the site of such action of hormones into two groups (see Table 2.2): those which act at the cell
surface without, generally, traversing the cell membrane and those which actually enter the cell before
effecting a response. In the study of this multistep sequence, two important events can be readily studied,
namely, the binding of the hormone to its receptor, and activation of cytoplasmic effects. These events,
such as receptor activation and signal generation, are an active area of research.

One technique employed in an attempt to elucidate the intermediate steps has been to use ineffective
mutant receptors, which when assayed are either defective in their hormone-binding capabilities or in
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effector activation and thus unable to transduce a meaningful signal to the cell. However, the difficulty with
these studies has been to distinguish receptor-activation and signal-generation defects from hormone-
binding and effector activation defects. A parallel technique is to explore the use of agonists, which are
molecules that behave like the “normal” hormone, bind the receptor and induce all the postreceptor events
that yield a physiological effect. Natural hormones are themselves agonists and, in many cases, more than
one distinct hormone can bind to the same receptor. For a given receptor, different agonists can have
dramatically different potencies. The corollary to this is to explore the use of antagonists, that is molecules
that bind the receptor and block-binding of the agonist, but fail to trigger intracellular signaling events.
Hormone antagonists have obvious pharmaceutical potential in clinical endocrinology.

The peptide and protein hormones circulate at very low concentrations relative to other proteins in
the blood plasma. These low concentrations are reflected in the very high affinity and specificity of the
receptor sites, which permit recognition of the relevant hormones amid the prolusion of protein molecules
in the circulation. Adaptation to a high concentration of a signal ligand in a time-dependent reversible
manner enables cells to respond to changes in the concentration of a ligand instead of to its absolute
concentration. The number of receptors in a cell is not constant; synthesis of receptors may be induced
or repressed by other hormones or even by their own hormones. Adaptation can occur in several ways.
Ligand binding can inactivate a cell surface receptor either by inducing its internalization and degradation
or by causing the receptor to adopt an inactive conformation. Alternatively, it may result from the changes
in one of the nonreceptor proteins involved in signal transduction following receptor activation. Down
regulation is the name given to the process whereby a cell decreases the number of receptors in response
to intense or frequent stimulation and can occur by degradation or more temporarily by phosphorylation
and sequestration. Up regulation is the process of increasing receptor expression either by other hormones
or in response to altered stimulation.

2.3.1 Structure of Cell Surface Receptors

Cell surface receptors are integral membrane proteins and, as such, have regions that contribute to three
basic domains:

e Extracellular domains: Some of the residues exposed to the outside of the cell interact with and
bind the hormone — another term for these regions is the ligand-binding domain.

e Transmembrane domains: Hydrophobic stretches of amino acids are “comfortable” in the lipid
bilayer and serve to anchor the receptor in the membrane.

e Cytoplasmic or intracellular domains: Tails or loops of the receptor that are within the cytoplasm
react to hormone binding by interacting in some way with other molecules, leading to generation
of second messengers. Cytoplasmic residues of the receptor are thus the effector region of the
molecule.

Several distinctive variations in receptor structure have been identified; some receptors being simple,
single-pass proteins, many growth factor receptors take this form. Others, such as the receptor for insulin,
have more than one subunit. Another class, which includes the beta-adrenergic receptor, is threaded
through the membrane seven times.

Receptor molecules are neither isolated nor fixed in one location of the plasma membrane. In some
cases, other integral membrane proteins interact with the receptor to modulate its activity. Some types of
receptors cluster together in the membrane after binding hormone. Finally, as elaborated in the following
sections, interaction of the hormone-bound receptor with other membrane or cytoplasmic proteins is the
key to generation of second messengers and transduction of the hormonal signal.

2.3.2 Fate of the Hormone-Receptor Complex

Normal cell function depends upon second messenger cascades being transient events. Indeed, a number of
cancers are associated with receptors that continually stimulate second messenger systems. One important
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part of negative regulation on hormone action is that cell surface receptors are internalized. In many
cases, internalization is stimulated by hormone binding. Internalization occurs by endocytosis through
structures called coated pits. The resulting endosomes may fuse with lysosomes, leading to destruction
of the receptor and hormone. In other cases, it appears that the hormone dissociates and the receptor is
recycled by fusion of the endosome back into the plasma membrane.

2.4 Hormones Acting at the Cell Surface

Most peptide and protein hormones are hydrophilic and thus unable to traverse the lipid-containing cell
membrane and must therefore act through activation of receptor proteins on the cell surface. When these
receptors are activated by the binding of an extracellular signal ligand, the ligand-receptor complex initiates
a series of protein interactions within or adjacent to the inner surface of the plasma membrane, which in
turn brings about changes in intracellular activity. This can happen in one of two ways. The first involves
the so-called second messenger, by altering the activity of a plasma membrane-bound enzyme, which
in turn increases (or sometimes decreases) the concentration of an intracellular mediator. The second
involves activation of other types of cell surface receptors, which leads to changes in the plasma membrane
electrical potential and the membrane permeability, resulting in altered transmembrane transport of ions
or metabolites. If the hormone is thought of as the “first messenger,” cyclic adenosine monophosphate
(cAMP) can be regarded as the “second messenger,” capable of triggering a cascade of intracellular bio-
chemical events that can lead either to a rapid secondary response such as altered ion transport, enhanced
metabolic pathway flux, steroidogenesis or to a slower response such as DNA, RNA, and protein synthesis
resulting in cell growth or cell division.

2.4.1 Second Messenger Systems

Currently, four second messenger systems are recognized in cells, as summarized in Table 2.3. Note that
not only do multiple hormones utilize the same second messenger system, but a single hormone can utilize
more than one system. Understanding how cells integrate signals from several hormones into a coherent
biological response remains a challenge.

The cell surface receptors for peptide hormones are linked functionally to a cell membrane-bound
enzyme that acts as the catalytic unit. This receptor complex consists of three components (1) the receptor
itself which recognizes the hormone, (2) a regulatory protein called a G-protein that binds guanine
nucleotides and is located on the cytosolic face of the membrane, and (3) adenylate cyclase, which
catalyzes the conversion of adenosine triphosphate (ATP) to cAMP. As the hormone binds at the receptor
site, it is coupled through a regulatory protein, which acts as a transducer, to the enzyme adenyl cyclase,
which catalyzes the formation of cAMP from ATP. The G-protein consists of three subunits, which in the
unstimulated state form a heterotrimer to which a molecule of guanine diphosphate (GDP) is bound.
Binding of the hormone to the receptor causes the subunit to exchange its GDP for a molecule of guanine
triphosphate (GTP), which then dissociates from the subunits. This in turn decreases the affinity of

TABLE 2.3 Second Messenger/Examples of Hormones Which Utilize This System

Second messenger Examples of dependent hormones

Cyclic AMP Epinephrine and norepinephrine, glucagon, luteinizing hormone,
follicle stimulating hormone, thyroid stimulating hormone, calcitonin,
parathyroid hormone, antidiuretic hormone
Protein kinase Insulin, growth hormone, prolactin, oxytocin, erythropoietin, various growth factors
Calcium ions and phosphoinositides ~ Epinephrine and norepinephrine, angiotensin II, antidiuretic hormone,
gonadotrophin releasing hormone, thyroid releasing hormone
Cyclic GMP Atrial natriuretic hormone, nitric oxide
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the receptor for the hormone and leads to its dissociation. The GTP subunit not only activates adenylate
cyclase, but also has intrinsic GTPase activity and slowly converts GTP back to GDP, thus allowing the
subunits to reassociate and so regain their initial resting state. There are hormones, such as somatostatin,
that possess the ability to inhibit AMP formation but still have similarly structured receptor complexes.
The G-protein of inhibitory complexes consists of an inhibitory subunit complexed with a subunit thought
to be identical to the subunits of the stimulatory G-protein. However, it appears that a single adenylate
cyclase molecule can be simultaneously regulated by more than one G-protein enabling the system to
integrate opposing inputs.

The adenylate cyclase reaction is rapid, and the increased concentration of intracellular cAMP is
short-lived, since it is rapidly hydrolyzed and destroyed by the enzyme cAMP phosphodiesterase, which
terminates the hormonal response. The continual and rapid removal of cAMP and free calcium ions
from the cytosol makes for both the rapid increase and decrease of these intracellular mediators when the
cells respond to signals. Rising cAMP concentrations affect cells by stimulating cAMP-dependent protein
kinases to phosphorylate-specific target proteins.

Phosphorylation of proteins leads to conformational changes that enhance their catalytic activity, thus
providing a signal amplification pathway from hormone to effector. These effects are reversible because
phosphorylated proteins are rapidly dephosphorylated by protein phosphatases when the concentration
of cAMP falls. A similar system involving cyclic GMP, although less common and less well studied, plays
an analogous role to that of cAMP. The action of thyrotropin-releasing hormone (TRH), parathyroid
hormone (PTH), and epinephrine is catalyzed by adenyl cyclase, and this can be regarded as the classic
reaction.

2.4.1.1 Calcium Ion and Phosphoinositide Second Messenger Systems

However, there are variant mechanisms. In the phosphatidylinositol-diacylglycerol (DAG)/inositol tri-
phosphate (EP3) system, some surface receptors are coupled through another G-protein to the enzyme
phospholipase C, which cleaves the membrane phospholipid to form DAG and IP3 or phospholipase D
which cleaves phosphatidyl choline to DAG via phosphatidic acid. DAG causes the calcium, phospholid-
dependent protein kinase C to translocate to the cell membrane from the cytosolic cell compartment
to become 20 times more active in the process. IP3 mobilizes calcium from storage sites associated
with the plasma and intracellular membranes thereby contributing to the activation of protein kinase C
as well as other calcium-dependent processes. DAG is cleared from the cell either by conversion to
phosphatidic acid, which may be recycled to phospholipid, or it may be broken down to fatty acids
and glycerol. The DAG derived from phosphatidylinositol usually contains arachidonic acid esterified
to the middle carbon of glycerol. Arachidonic acid is the precursor of the prostaglandins and leuk-
otrienes, which are biologically active eicosanoids. Thyrotropin and vasopressin modulate an activity
of phospholipase C that catalyzes the conversion of phosphatidylinositol to diacylglycerol and inositol,
1,4,5-triphosphate, which act as the second messengers. They mobilize bound intracellular calcium and
activate a protein kinase, which in turn alters the activity of other calcium-dependent enzymes within
the cell.

Increased concentrations of free calcium ions affect cellular events by binding to and altering the
molecular conformation of calmodulin; the resulting calcium ion—calmodulin complex can activate many
different target proteins, including calcium ion-dependent protein kinases. Each cell type has a charac-
teristic set of target proteins that are so regulated by cAMP-dependent kinases and calmodulin that it will
respond in a specific way to an alteration in cAMP or calcium ion concentrations. In this fashion, cAMP
or calcium ions act as second messengers in such a way as to allow the extracellular signal not only to be
greatly amplified but, just as importantly, also to be made specific for each cell type.

2.4.1.2 Protein Kinase Second Messenger Systems

The hormone binds to domains exposed on the cell’s surface, resulting in a conformational change that
activates kinase domains located in the cytoplasmic regions of the receptor. In many cases, the receptor
phosphorylates itself as part of the kinase activation process. The activated receptor phosphorylates
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a variety of intracellular targets, many of which are enzymes that become activated or are inactivated
upon phosphorylation. The receptors for several protein hormones are themselves protein kinases, which
are switched on by binding of hormone. The kinase activity associated with such receptors results in
phosphorylation of tyrosine residues on other proteins. Insulin is an example of a hormone whose
receptor is a tyrosine kinase.

The action of the important hormone insulin that regulates glucose metabolism depends on the
activation of the enzyme tyrosine kinase catalyzing the phosphorylation of tyrosyl residues of pro-
teins. This effects changes in the activity of calcium-sensitive enzymes, leading to enhanced movement
of glucose and fatty acids across the cell membrane and modulating their intracellular metabolism.
The binding of insulin to its receptor site has been studied extensively; the receptor complex has been
isolated and characterized. It was such work that highlighted the interesting aspect of feedback con-
trol at the cell level down-regulation: the ability of peptide hormones to regulate the concentration
of cell surface receptors. After activation, the receptor population becomes desensitized, or “down-
regulated”; leading to a decreased availability of receptors and thus a modulation of transmembrane
events.

As with cAMP second messenger systems, activation of receptor tyrosine kinases leads to rapid
modulation in a number of target proteins within the cell. Interestingly, some of the targets of receptor
kinases are protein phosphatases, which, upon activation by receptor tyrosine kinase, become competent
to remove phosphates from other proteins and alter their activity. Again, a seemingly small change due to
hormone binding is amplified into a multitude of effects within the cell.

In some cases, binding of hormone to a surface receptor induces a tyrosine kinase cascade, even though
the receptor is not itself a tyrosine kinase. The growth hormone receptor is one example of such a
system — the interaction of growth hormone with its receptor leads to activation of cytoplasmic tyrosine
kinases, with results conceptually similar to that seen with receptor kinases.

2.5 Hormones Acting within the Cell

Receptors for steroid and thyroid hormones are located inside target cells, in the cytoplasm or nucleus,
and function as ligand-dependent transcription factors. That is to say, the hormone-receptor complex
binds to promoter regions of responsive genes and stimulate or sometimes inhibit transcription from
those genes. Thus, the mechanism of action of these hormones is to modulate gene expression in target
cells. By selectively affecting transcription from a battery of genes, the concentration of those respective
proteins are altered, which clearly can change the phenotype of the cell.

2.5.1 Structure of Intracellular Receptors

Steroid and thyroid hormone receptors are members of a large group of transcription factors. In some
cases, multiple forms of a given receptor are expressed in cells, adding to the complexity of the response.
All of these receptors are composed of a single polypeptide chain that has three distinct domains: the
amino-terminus, involved in activating or stimulating transcription by interacting with components of
the transcriptional machinery; the DNA-binding domain responsible for binding of the receptor to specific
DNA sequences; and the carboxy-terminus or ligand-binding domain, which binds hormone. In addition
to these three core domains, two other important regions of the receptor protein are a nuclear localization
sequence, which targets the protein to nucleus, and a dimerization domain, responsible for latching two
receptors together in a form capable of binding DNA.

2.5.2 Hormone-Receptor Binding and Interactions with DNA

Steroid hormones are small hydrophobic molecules derived from cholesterol that are solubilized by
binding reversibly to specify carrier proteins in the blood plasma. Once released from their carrier
proteins, they readily pass through the plasma membrane of the target cell and bind, again reversibly,



2-10 Biomedical Engineering Fundamentals

to steroid hormone receptor proteins in the cytosol. This is a relatively slow process when compared
to protein hormones. The latter second messenger-mediated phosphorylation—dephosphorylation
reactions modify enzymatic processes rapidly with the physiological consequences becoming apparent
in seconds or minutes and are as rapidly reversed. Nuclear-mediated responses, on the other hand,
lead to transcription/translation-dependent changes that are slow in onset and tend to persist since
reversal is dependent on degradation of the induced proteins. The protein component of the steroid
hormone-receptor complex has an affinity for DNA in the cell nucleus, where it binds to nuclear chro-
matin and initiates the transcription of a small number of genes. These gene products may, in turn,
activate other genes and produce a secondary response, thereby amplifying the initial effect of the hor-
mone. Fach steroid hormone is recognized by a separate receptor protein, but this same receptor protein
has the capacity to regulate several different genes in different target cells. This, of course, suggests that
the nuclear chromatin of each cell type is organized so that only the appropriate genes are made available
for regulation by the hormone-receptor complex. The thyroid hormone triiodothyronine (T3) also acts,
though by a different mechanism than the steroids, at the cell nucleus level to initiate genomic transcrip-
tion. The hormonal activities of GH and prolactin influence cellular gene transcription and translation of
messenger RNA by complex mechanisms.

2.6 Endocrine System: Some Other Aspects of Regulation
and Control

2.6.1 Control of Endocrine Activity

The physiologic effects of hormones depend largely on their concentration in blood and extracellular
fluid. Almost inevitably, disease results when hormone concentrations are either too high or too low, and
precise control over circulating concentrations of hormones is therefore crucial. The concentration of
hormone as seen by target cells is determined by three factors:

e Rate of production: the synthesis and secretion of hormones are the most highly regulated aspect
of endocrine control, which is mediated by feedback circuits, as described in the following sections

e Rate of delivery: a blood-flow-dependent factor

e Rate of degradation and elimination

2.6.2 Feedback Control of Hormone Production

From the foregoing sections it is clear that the endocrine system exhibits complex molecular and metabolic
dynamics, which involve many levels of control and regulation. At lower levels within this hierarchy, there
is inherent feedback and control within the dynamics of metabolic processes themselves. Superimposed
upon this there are also complex patterns of feedback and control that result from the effects of enzymes
that catalyze such metabolic reactions. However, our focus here is the higher level of feedback and control
resulting from hormonal dynamics. Hormones are chemical signals released from a hierarchy of endocrine
glands and propagated through the circulation to a hierarchy of cell types. The integration of this system
depends on a series of what systems engineers call “feedback loops”; feedback is a reflection of mutual
dependence of the system variables: variable x affects variable y, and y affects x. Further, it is essentially
a closed-loop system in which the feedback of information from the system output to the input has the
capacity to maintain homeostasis. A diagrammatic representation of the ways in which hormone action
is controlled is shown in Figure 2.2. One example of this control structure arises in the context of the
thyroid hormones. In this case, TRH, secreted by the hypothalamus, triggers the anterior pituitary into
the production of TSH. The target gland is the thyroid, which produces T3 and thyroxine (T4). The
complexity of control includes both direct and indirect feedback of T3 and T4, as outlined in Figure 2.2,
together with TSH feedback on to the hypothalamus.
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2.6.3 Negative Feedback

If an increase in y causes a change in x, which in turn tends to decrease y, feedback is said to be negative;
in other words, the signal output induces a response that feeds back to the signal generator to decrease its
output. Simply, negative feedback is seen when the output of a pathway inhibits inputs to the pathway.
This is the most common form of control in physiologic systems, and examples are many. For instance, as
mentioned earlier, the anterior pituitary releases trophic or stimulating hormones that act on peripheral
endocrine glands such as the adrenals or thyroid or to gonads to produce hormones that act back on the
pituitary to decrease the secretion of the trophic hormones. These are examples of what is called long-loop
feedback (see Figure 2.2). (Note: the adjectives long and short reflect the spatial distance or proximity
of effector and target sites.) The trophic hormones of the pituitary are also regulated by feedback action
at the level of their releasing factors. Ultrashort-loop feedback is also described. There are numerous
examples of short-loop feedback as well, the best being the reciprocal relation between insulin and blood
glucose concentrations, as depicted in Figure 2.3. In this case, elevated glucose concentration (and positive
rate of change, implying not only proportional but also derivative control) has a positive effect on the
pancreas, which secretes insulin in response. This has an inhibiting effect on glucose metabolism, resulting
in a reduction of blood glucose toward a normal concentration; in other words, classic negative-feedback
control.

Feedback loops are also involved extensively to regulate secretion of hormones in the hypothalamic-
pituitary axis. An important example of a negative-feedback loop is seen in control of thyroid hormone
secretion. The thyroid hormones thyroxine and triiodothyronine (T4 and T3) are synthesized and secreted
by thyroid glands and affect metabolism throughout the body. The negative-feedback control sequence in
this system is: neurones in the hypothalamus secrete TRH, which stimulates cells in the anterior pituitary
to secrete TSH. The released TSH binds to receptors on epithelial cells in the thyroid gland, stimulating
synthesis and secretion of thyroid hormones, which affect probably all cells in the body. However, when
the blood concentrations of thyroid hormones increase above a certain threshold, TRH-secreting neurons
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FIGURE 2.3 The interaction of insulin as an illustration of negative feedback within a hormonal control system.

in the hypothalamus are inhibited and stop secreting TRH. Inhibition of TRH secretion leads to shutoff
of TSH secretion, which leads to shutoff of thyroid hormone secretion. As thyroid hormone levels decay
below the threshold, negative feedback is relieved, TRH secretion starts again, leading to TSH secretion.

2.6.4 Positive Feedback

If increase in y causes a change in x, which tends to increase y, feedback is said to be positive; in other
words, a further signal output is evoked by the response it induces or provokes. This is intrinsically
an unstable system, but there are physiologic situations where such control is valuable. In the positive
feedback situation, the signal output will continue until no further response is required. Suckling provides
an example; stimulation of nipple receptors by the suckling child provokes an increased oxytocin release
from the posterior pituitary with a corresponding increase in milk flow. Removal of the stimulus causes
cessation of oxytocin release.

2.6.5 Pulsatile and Rhythmic Endocrine Control

An important consequence of feedback control and the limited physical half-life of hormones is that
a pulsatile pattern of secretion and thus of hormone concentrations is seen over time for virtually all
hormones, with variations in pulse characteristics that reflect specific physiologic states. In addition to
these short-term pulses, longer-term temporal oscillations or endocrine rhythms are also commonly
observed and undoubtedly important in both normal and pathologic states. Many hormone functions
exhibit rhythmicity in the pulsatile release of hormones.

The most readily recognizable is the approximately 24-h cycle (circadian or diurnal rhythm). For
instance, blood sampling at frequent intervals has shown that ACTH is secreted episodically, each secretory
burst being followed 5 to 10 min later by cortisol secretion. These episodes are most frequent in the early
morning, with plasma cortisol concentrations highest around 7 to 8 A.m. and lowest around midnight.
ACTH and cortisol secretion vary inversely, and the parallel circadian rhythm is probably due to a cyclic
change in the sensitivity of the hypothalamic feedback center to circulating cortisol. Longer cycles are also
known, for example, the infradian menstrual cycle.

It is clear that such inherent rhythms are important in endocrine communication and control, suggest-
ing that its physiologic organization is based not only on the structural components of the system but also
on the dynamics of their interactions. The rhythmic, pulsatile nature of release of many hormones is a
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means whereby time-varying signals can be encoded, thus allowing large quantities of information to be
transmitted and exchanged rapidly in a way that small, continuous changes in threshold levels would not
allow.

2.6.6 Coda

Inevitably, our brief exposition has been able to touch upon an enormous subject only by describing some
of the salient features of this fascinating domain, but it is hoped that it may nevertheless stimulate a further
interest. However, not surprisingly, the endocrinology literature is massive both in terms of the number
of books and texts and an ever-increasing number of journals. It is suggested that anyone wishing to read
further may initially start from one of the many excellent textbooks and go on from there.
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Nervous system unlike other organ systems is primarily concerned with signals, information encoding and
processing, and control rather than manipulation of energy. It acts like a communication device whose
components use substances and energy in processing signals and in reorganizing them, choosing and
commanding as well as in developing and learning. A central question that is often asked is how nervous
systems work and what governs the principles of their operation. In an attempt to answer this question, we,
at the same time, ignore other fundamental questions such as anatomical or neurochemical and molecular
aspects. We rather concentrate on relations and transactions between neurons and their assemblages in
the nervous system. We deal with neural signals (encoding and decoding), the evaluation and weighting of
incoming signals, and the formulation of outputs. A major part of this chapter is devoted to higher aspects
of the nervous system such as memory and learning rather than individual systems such as vision and
audition, which are treated extensively elsewhere [1]. Finally, some known abnormalities of the nervous
system including Parkinson’s and Alzheimer’s disease, epilepsy, and the phantom limb sensation, and pain
are the subjects we deal with.

3.1 Definitions

Nervous systems can be defined as organized assemblies of nerve cells as well as nonnervous cells. Nerve
cells or neurons are specialized in the generation, integration, and conduction of incoming signals from
the outside world or from other neurons and deliver them to other excitable cells or to effectors such as
muscle cells. Nervous systems are easily recognized in higher animals, but not in the lower species, since
the defining criteria are difficult to apply.

3-1
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A central nervous system (CNS) can be easily distinguished from a peripheral nervous system (PNS),
since it contains most of the motor and the nucleated parts of neurons that innervate muscles and other
effectors. The PNS contains all the sensory nerve cell bodies with some exceptions, plus local plexuses,
local ganglia, and peripheral axons that make up the nerves. Most sensory axons go all the way into the
central nervous system while the remaining relay in peripheral plexuses. Motor axons originating in the
CNS innervate effector cells.

The nervous system has two major roles: first, to regulate, acting homeostatically, in restoring some
conditions of the organism after some external stimulus and second, to act to alter a preexisting condition
by replacing it or modifying it. In both cases — regulation or initiation of a process — learning can be
superimposed. In most species, learning is more or less an adaptive mechanism, combining and timing
species-characteristic acts, with a large degree of evolution toward perfection.

The nervous system is a complex structure for which realistic assumptions have led to irrelevant
oversimplifications. One can break down the nervous system into four components: sensory transducers,
neurons, axons, and muscle fibers. Each of these components gathers processes and transmits information
impinging upon them from the outside world, usually in the form of complex stimuli. The processing
is carried out by excitable tissues — neurons, axons, sensory receptors, and muscle fibers. Neurons are
the basic elements of the nervous system. If, put in small assemblies or clusters, they form neuronal
assemblies or neuronal networks communicating with each other either chemically via synaptic junctions
or electrically via tight junctions. The main characteristics of a cell are the cell body or soma, which
contains the nucleus, and a number of processes originating from the cell body called the dendrites, which
reach out to the surroundings to make contacts with other cells. These contacts serve as the incoming
information to the cell, while the outgoing information follows a conduction path, the axon. The incoming
information is integrated in the cell body and generates the result of this at the axon hillock. There are
two types of outputs that can be generated and therefore two types of neurons: those who generate grated
potentials that attenuate with distance and those who generate action potentials. The action potential,
travels through the axon, a thin long process that passively passes the action potential or rather a train of
action potentials without attenuation (all-or-none effect). A series of action potentials is often called a spike
train. A threshold built into the hillock, and depending on its level, allows or stops the generation of the
spike train. Axons usually terminate on other neurons by means of synaptic terminals or boutons and have
properties similar to those of an electric cable with varying diameters and speeds of signal transmission.
Axons can be of two types, namely myelinated or unmyelinated. In the former the axon is surrounded by a
thick fatty material, the myelin sheath, which is interrupted at regular intervals by gaps called the nodes of
Ranvier. These nodes provide for the saltatory conduction of the signal along the axon. The axon makes
functional connections with other neurons at synapses either on the cell body, the dendrites, or the axons.
There exist two kinds of synapses: excitatory and inhibitory and as the name implies they either increase
the firing frequency of the postsynaptic neurons or decrease it, respectively [5].

Sensory receptors are specialized cells that, in response to an incoming stimulus, generate a correspond-
ing electrical signal, a graded receptor potential. Although the mechanisms by which the sensory receptors
generate receptor potentials, are not exactly known, the most plausible scenario is that an external stimulus
alters the membrane permeabilities. The receptor potential then is the change in intracellular potential
relative to the resting potential.

It is important to notice here that the term receptor is used in physiology to refer not only to sensory
receptors but in a different sense to proteins that bind neurotransmitters, hormones, and other substances
with great affinity and specificity as a first step in starting up physiological responses. This receptor is often
associated with nonneural cells that surround it and form a sense organ. The forms of energy converted by
the receptors include mechanical, thermal, electromagnetic, and chemical energy. The particular form of
energy to which a receptor is most sensitive is called its adequate stimulus. The problem of how receptors
convert energy into action potentials in the sensory nerves has been the subject of intensive study. In
the complex sense organs such as those concerned with hearing and vision there exist separate receptor
cells and synaptic junctions between receptors and afferent nerves. In other cases such as the cutaneous
sense organs, the receptors are specialized. Where a stimulus of constant strength is applied to a receptor
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repeatedly, the frequency of the action potentials in its sensor nerve declines over a period of time. This
phenomenon is known as adaptation; if the adaptation is very rapid then the receptors are called phasic,
otherwise as tonic.

Another important issue is the coding of sensory information. Action potentials are similar in all nerves
although there are variations in their speed of conduction and other characteristics. But if the action
potentials are the same in most cells, then what makes the visual cells sensitive to light and not to sound
and the touch receptors sensitive to a sensation of touch and not of smell? And how can we tell if these
sensations are strong or not? These sensations depend upon the specific part of the brain called the
doctrine of specific nerve energies and has been questioned over time by several researchers. No matter
where a particular sensory pathway is stimulated along its path of connecting to the brain, the sensation
produced is always referred to the location of the receptor site. This is the principle of the law of projections.
An example of this law is the “phantom limb” where an amputee of a limb is complaining about pain or
an itching sensation in that limb. This phenomenon is discussed in a greater detail later on in the chapter.

3.2 Functions of the Nervous System

The basic unit of integrated activity is the reflex arc. This arc consists of a sense organ, an afferent neuron,
one or more synapses in a central integrating station (or sympathetic ganglion), an efferent neuron, as well
as, an effector. The simplest reflex arc is the monosynaptic one, which only has one synapse between the
afferent and efferent neuron. With more than one synapses the reflex arc is called polysynaptic. In each of
these cases, activity is modified by both spatial and temporal facilitation, occlusion, and other effects [2,3].

In mammals, the connection between afferent and efferent somatic neurons is found either in the
brain or the spinal cord. The Bell-Magendie law dictates the fact that in the spinal cord the dorsal roots
are sensory while the ventral roots are motor. The action potential message that is carried by an axon is
eventually fed to a muscle, or to a secretory cell, or to the dendrite of another neuron. If an axon is carrying
a graded potential, its output is too weak to stimulate a muscle, but it can terminate on a secretory cell
or dendrite. The latter can have as many as 10,000 inputs. If the end point is a motor neuron, which has
been found experimentally in the case of fibers from the primary endings, then there is a time lag between
the time when a stimulus was applied and a response obtained from the muscle. This time interval is
called the reaction time and in humans is approximately 20 msec for a stretch reflex. The distance from the
spinal cord can be measured and since the conduction velocities of both the efferent and afferent fibers are
known, another important quantity can be calculated, namely the central delay. This delay is the portion
of the reaction time that was spent for conduction to and from the spinal cord. It has been found that
muscle spindles also make connections that cause muscle contraction via polysynaptic pathways, while the
afferents from secondary endings make connections that excite extensor muscles. When a motor neuron
sends a burst of action potentials to its skeletal muscle, the amount of contraction depends largely on
the discharge frequency, but on many other factors as well, such as the history of the load on the muscle
and the load itself. The stretch error can be calculated from the desired motion minus the actual stretch.
If this error is then fed back to the motor neuron, its discharge frequency is modified appropriately.
This frequency modification corresponds to one of the three feedback loops that are available locally.
Another loop corrects for overstretching beyond the point at which the muscle or tendon may tear. Since a
muscle can only contract, it must be paired with another muscle (antagonist) in order to affect the return
motion. Generally speaking, a flexor muscle is paired with an extension muscle that cannot be activated
simultaneously. This means that the motor neurons that affect each one of these muscles are not activated
at the same time. Instead when one set of motor neurons is active, the other is inhibited and vice versa.
When a movement involves two or more muscles that normally cooperate by contracting simultaneously,
the excitation of one causes facilitation of the other synergistic members via cross connections. All of these
networks form feedback loops. An engineer’s interpretation of how these loops work would be to assume
dynamic conditions, as is the case in all parts of the nervous system. This has little value in dealing with
stationary conditions, but it provides for an ability to adjust to changing conditions.
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The nervous system, as mentioned in the introduction, is a control system of processes that adjust both
internal and external operations. As humans we have experiences that change our perception of events
in our environment. The same is true for higher animals that besides having an internal environment,
the status of which is of major importance, also share an external environment of utmost richness and
variety. Objects and conditions that have direct contact with the surface of an animal directly affect the
future of the animal. Information about changes at some point provides a prediction of possible future.
The amount of information required to represent changing conditions increases as the required temporal
resolution of detail increases. This creates a vast amount of data to be processed by any finite system.
Considering the fact that the information reaching sensory receptors is too extensive and redundant, as
well as modified by external interference (noise), the nervous system has a tremendously difficult task to
accomplish. Enhanced responsiveness to a particular stimulus can be produced by structures that either
increase the energy converging on a receptor or increase the effectiveness of coupling of a specific type of
stimulus to the receptor. Different species have sensory systems that respond to stimuli that are important
to them for survival. Often one nervous system responds to conditions that are not sensed by another
nervous system [4,5]. The transduction, processing, and transmission of signals in any nervous system,
produces a survival mechanism for an organism but only after these signals have been further modified
by effector organs. Although the nerve impulses that drive a muscle as explained earlier are discrete
events, a muscle twitch takes much longer to happen, a fact that allows for responses to overlap and
produce a much smoother output. Neural control of motor activity of skeletal muscle is accomplished
entirely by the modification of the muscle excitation, which involves changes in velocity, length, stiffness,
and heat production. The importance of accurate timing of inputs, and the maintenance of this timing
across several synapses, is obvious in sensory pathways of the nervous system. Cells are located next to
other cells that have overlapping or adjacent receptive or motor fields. The dendrites provide important
and complicated sites of interactions as well as channels of variable effectiveness for excitatory inputs,
depending on their position relative to the cell body. Among the best examples are the cells of the medial
superior olive in the auditory pathway. These cells have two major dendritic trees extending from opposite
poles of the cell body. One receives synaptic inhibitory input from the ipsilaterial cochlear nucleus and the
other from the contralateral, which normally is an excitatory input. These cells deal with the determination
of the azimuth of a sound. When a sound is present at the contralateral side, most cells are excited while
ipsilateral sounds cause inhibition. It has been shown that the cells can go from complete excitation to full
inhibition with a difference of only a few hundred milliseconds in arrival time of the two inputs.

The question then arises: how does the nervous system put together the signals available to it so that
a determination of our output takes place? To arrive at an understanding of how the nervous system
intergrates incoming information at a given moment of time, we must understand that the processes that
take place depend both on cellular forms and a topological architecture as well as on the physiological
properties that relate input to output. That is, we have to know the transfer functions or coupling functions.
Integration depends on the weighting of inputs. One of the important factors determining weighting is
the area of synaptic contact. The extensive dendrites are the primary integrating structures. Electronic
spread is the means of mixing, smoothing, attenuating, delaying, and summing postsynaptic potentials.
The spatial distribution of input is often not random but systematically restricted. Also, the wide variety
of characteristic geometries of synapses is, no doubt, important not just for the weighting of different
combinations of inputs. When repeated stimuli are presented at various intervals at different junctions,
higher amplitude synaptic potentials are generated, if the intervals between them are not too short or too
long. This increase in amplitude is due to a phenomenon called facilitation. If the response lasts longer
than the interval between impulses, so that the second response rises from the residue of the first, then it
is called temporal summation. If in addition, the response increment due to the second stimulus is larger
than the previous one, then it is facilitation. Facilitation is an important function of the nervous system
and is found in quite different forms and durations ranging from a few milliseconds to tenths of seconds.
Facilitation may grade from forms of sensitization to learning, especially at long intervals. A special case
is the so-called posttetanic potentiation which is the result of high frequency stimulation for long periods
of time (about 10 sec). The latter is an interesting case since, no effects can be seen during stimulation but
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afterward any test stimulus at various intervals creates a marked increase in response up to many times
more than the “tetanic” stimulus. Antifacilitation, is the phenomenon where a decrease of response from
the neuron is observed at certain junctions, due to successive impulses. Its mechanism is less understood
than facilitation. Both facilitation and antifacilitation may be observed on the same neuron but when
different functions are performed.

3.3 Representation of Information in the Nervous System

Whenever information is transferred between different parts of the nervous system some communication
paths have to be established, and some parameters of impulse firing relevant to communication must be set
up. Since what is communicated is nothing more than impulses — spike trains — the only basic variables
in a train of events are the number of and the interval between spikes. With respect to that, the nervous
system acts like a pulse coded analog device since the intervals are continuously graded. There exists a
distribution of interval lengths between individual spikes, which in any sample can be expressed by the
shape of the interval histogram. If one examines different examples, it will be seen that their distributions
markedly differ. Some histograms look like Poisson distributions, some others exhibit Gaussian or bimodal
shapes. The coefficient of variation — expressed as the standard deviation over the mean — in some cases
is constant while in others it varies. Some other properties depend on the sequence of longer and shorter
intervals than the mean. Some neurons show no linear dependence, some others positive or negative
correlations of successive intervals. If stimulus is delivered and a discharge from the neuron is observed,
a poststimulus time histogram can be used using the onset of the stimulus as a reference point and average
many responses in order to reveal certain consistent features of temporal patterns. Coding of information
can then be based on the average frequency, which can represent relevant gradations of the input. Mean
frequency is the code in most cases, although no definition of it has been given with respect to measured
quantities such as averaging time, weighting functions, and forgetting functions. Characteristic transfer
functions have been found that suggest that there are several distinct coding principles in addition to the
mean frequency. Each theoretically possible code becomes a candidate code as long as there exists some
evidence that is readable by the system under investigation. So, one has to first test for the availability
of the code by imposing a stimulus that is considered normal. After a response has been observed, the
code is considered to be available. If the input is changed to different levels of one parameter and changes
are observed at the postsynaptic level, the code is called readable. However, only if both are formed in the
same preparation and no other parameter is available and readable, can the code be said to be the actual
code employed. Some such parameters are:

e Time of firing

e Temporal pattern

e Number of spikes in the train
e Variance of interspike intervals
e Spike delays or latencies

e Constellation code

The latter is a very important one, especially when used in conjunction with the concept of receptive
fields of units in different sensory pathways. The unit receptors do not need to have highly specialized
abilities to permit encoding of a large number of distinct stimuli. Receptive fields are topographic and
overlap extensively. Any given stimulus will excite a certain constellation of receptors and is therefore
encoded in the particular set that is activated. A large degree of uncertainty prevails and requires the brain
to operate probabilistically. In the nervous system there exists a large amount of redundancy although
neurons might have different thresholds. It is questionable, however, if these units are entirely equivalent
although they share parts of their receptive fields. The nonoverlapping parts might be of importance and
critical to sensory function. On the other hand, redundancy does not necessarily mean unspecified or
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random connectivity. It rather allows for greater sensitivity and resolution, improvement of signal to noise
ratio, while at the same time it provides stability of performance.

Integration of large numbers of converging inputs to give a single output can be considered as an
averaging or probabilistic operation. The “decisions” made by a unit depend on its inputs or some
intrinsic states and on its reaching a certain threshold. This way every unit in the nervous system can make
a decision, when it changes from one state to a different one. A theoretical possibility also exists that a mass
of randomly connected neurons may constitute a trigger unit and that activity with a sharp threshold can
spread through such a mass redundancy. Each part of the nervous system and in particular the receiving
side can be thought of as a filter. Higher-order neurons do not merely pass that information on, but
instead, they use convergence from different channels, as well as divergence of the same channels and
other processes, in order to modify incoming signals. Depending on the structure and coupling functions
of the network, what gets through is determined. Similar networks exist at the output side. They also act
as filters, but since they formulate decisions and commands with precise spatiotemporal properties they
can be thought of as pattern generators.

3.4 Lateral Inhibition

Our discussion will be incomplete without the description of a very important phenomenon in the nervous
system. This phenomenon called lateral inhibition is used by the nervous system to improve spatial
resolution and contrast. The effectiveness of this type of inhibition decreases with distance. In the retina,
for example, lateral inhibition is used extensively in order to improve contract. As the stimulus approaches
a certain unit, it first excites neighbors of the recorded cell. Since these neighbors inhibit that unit, its
response is a decreased firing frequency. If the stimulus is exactly over the recorded unit, this unit is
excited and fires above its normal rate and as the stimulus moves out again the neighbors are excited while
the unit under consideration fires less. If we now examine the output of all the units as a whole and at
once, while half of the considered array is stimulated the other half is not, we will notice that at the point
of discontinuity of the stimulus going from stimulation to nonstimulation, the firing frequencies of the
two halves have been differentiated to the extreme at the stimulus edge, which has been enhanced. The
neuronal circuits responsible for lateral shifts are relatively simple. Lateral inhibition can be considered to
give the negative of the second spatial derivative of the input stimulus. A second layer of neurons could
be constructed to perform this spatial differentiation on the input signal to detect only the edge. It is
probably lateral inhibition that explains the psychophysical illusion known as Mach bands. It is probably
the same principle that operates widely in the nervous system to enhance the sensitivity to contrast in the
visual system in particular and in all other modalities in general. Through the years different models have
been developed in order to describe lateral inhibition mathematically and various methods of analysis
have been employed. These models include both one-dimensional examination of the phenomenon and
two-dimensional treatment, where a two-dimensional array is used as a stimulus. This two-dimensional
treatment is justified since most of the sensory receptors of the body form two-dimensional maps (receptive
fields). In principle, if a one-dimensional lateral inhibition system is linear, one can extend the analysis
to two dimensions by means of superposition. The objective is the same as that of the nervous system:
to improve image sharpness without introducing too much distortion. This technique requires storage of
each picture element (pixel) and lateral “inhibitory” interactions between adjacent pixels. Since a picture
may contain millions of pixels, high-speed computers with large-scale memories are required.

At a higher level, similar algorithms can be used to evaluate decision-making mechanisms. In this
case, many inputs from different sensory systems are competing for attention. The brain evaluates each
one of the inputs as a function of the remaining ones. One can picture a decision-making mechanism
resembling a “locator” of stimulus peaks. The final output depends on what weights are used at the inputs
of a push—pull mechanism. Thus a decision can be made depending on the weights an individual’s brain
is applying to the incoming information about the situation under consideration. The most important
information is heavily weighted while the rest is either totally masked or weighted very lightly.
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3.5 Higher Functions of the Nervous System

3.5.1 Human Perception and Pattern Recognition

One way of understanding the human perception is to study the mechanisms of information processing
in the brain. The recognition of patterns of sensory input is one function of the brain, a task accomplished
by neuronal circuits, the feature extractors. Although such neuronal information is more likely to be
processed globally, by a large number of neurons, in animals, single-unit recording is one of the most
powerful tools in the hands of a physiologist. Most often, the concept of the receptive field is used as a
method of understanding the sensory information processing. In the case of the visual system we would
call the receptive field a well-defined region of the visual field, which when stimulated will change the firing
rate of a neuron in the visual pathway. The response of the neuron will usually depend on the distribution
of light in the receptive field. Therefore, the information collected by the brain from the outside world is
transformed into spatial as well as temporal patterns of neural activity.

The question often asked is how do we perceive and recognize faces, objects, and scenes. Even in those
cases where only noisy representations exist, we are still able to make some inference as to what the pattern
represents. Unfortunately in humans, single-unit recording, as mentioned earlier is impossible. As a
result, one has to use other kinds of measurements, such as evoked potentials (EPs) or functional imaging
techniques such as functional magnetic resonance imaging (fMRI), and positron emission tomography
(PET). Although physiological in nature, EPs are still far away from giving us information at the neuronal
level. However, all these methods have been used extensively as a way of probing the human (and animal)
brains because of their noninvasive character. EPs can be considered to be the result of integrations of
the neuronal activity of many neurons somewhere in the brain. These gross potentials can be used as a
measure of the response of the brain to sensory inputs.

The question then arises: Can we use this response to influence the brain in producing patterns of
activity that we want? None of the efforts of the past closed that loop. How do we explain then the
phenomenon of selective attention by which we selectively direct our attention to something of interest
and discard the rest? And what happens with the evolution of certain species that change appearance
according to their everyday needs? All of these questions tend to lead to the fact that somewhere in the
brain there is a loop where previous knowledge or experience is used as a feedback to the brain itself. This
feedback modifies the ability of the brain to respond in a different way to the same stimulus the next time
it is presented. In a way then, the brain creates mental “images” independent of the stimulus, which tend
to modify the representation of the stimulus in the brain [1].

This section describes some efforts in which different methods have been used in trying to address
the difficult task of feedback loops in the brain. However, no attempt will be made to explain or even
postulate where these feedback loops might be located. If one considers the brain as a huge set of neural
networks, then one question has been debated for many years: what is the role of the individual neuron
in the net and what is the role of each network in the global processes of the brain? More specifically, does
the neuron act as an analyzer or a detector of specific features or does it merely reflect the characteristic
response of a population of cells of which it happens to be a member? What invariant relationships exist
between sensory input and the response of a single neuron and how much can be “read” about the stimulus
parameters from the record of a single EP? In turn, then, how much feedback can one use from a single EP
in order to influence the stimulus and how successful can that influence be? Many physiologists express
doubts that simultaneous observations of large number of individual neuronal activities can be readily
interpreted. In other words, can then, a feedback process influence and modulate the stimulus patterns
so that they appear as being optimal? If this were proven to be true, it would mean that we can reverse
the pattern recognition process and instead of recognizing a pattern we would be able to create a pattern
from a vast variety of possible patterns. It would be like creating a link between our brain and a computer,
equivalent to a brain—computer system network. Figure 3.1 is a schematic representation of such a process
involved in what we call the feedback loop of the system. The pattern recognition device (PRD) is connected
to an ALOPEX system (a computer algorithm and an image processor in this case) and faces a display
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FIGURE 3.1 An ALOPEX system. The stimulus is presented on the cathode ray tube (CRT). The observer or any
pattern recognition device (PRD) faces the CRT; the subject’s response is sent to the ALOPEX interface unit where it is
recorded and integrated and the final response is sent to the computer. The computer calculates the values of the new
pattern to be presented on the CRT according to the ALOPEX algorithm and the process continues until the desired
pattern appears on the CRT. At this point the response is considered to be optimal and the process stops.

monitor where different intensity patterns can be shown. In this figure, thin arrows represent response
information and heavy arrows represent detailed pattern information generated by the computer and
relayed by an ALOPEX system to the monitor. ALOPEX is a set of algorithms described in detail elsewhere
in this Handbook. If this kind of arrangement is used for the determination of visual-receptive fields of
neurons, then the PRD is nothing more than the brain of the experimental animal or human. This way the
neuron under investigation does its own selection of the best stimulus or trigger feature, and reverses the
role of the neuron from being a feature extractor to becoming a feature generator as mentioned earlier.
The idea is to find the response of the neuron to a stimulus and use this response as a positive feedback
in the directed evaluation of the initially random pattern. Thus, the cell filters out the key trigger features
from the stimulus and reinforces them with the feedback.

As a generalization of this process we might consider that a neuron, N, receives a visual input from a
pattern, P, which is transmitted in a modified form P’ to an analyzer neuron AN (or even a complex of such
neurons) as shown in Figure 3.2. The analyzer responds with a scalar variable, R, that is then fed back to
the system and the pattern is modified accordingly. The process continues in small steps (iterations) until
there is an almost perfect correlation between the original pattern (template) and the one that the neuron,
N, indirectly created. This integrator sends the response back to the original modifier. The integrator
need not be a linear one. It could take any nonlinear form, a fact that is a more realistic representation
of the visual cortex. We can envision the input patterns as templates preexisting in the memory of the
system, a situation that might come about with visual experience. For a “naive” system, any initial pattern
will do. As experience is gained the patterns become less random. If one starts with a pattern that has
some resemblance to one of the preexisting patterns, evolution will take its course. In nature, there might
exist a mechanism similar to that of ALOPEX [1]. By filtering the characteristics that are most important
for the survival of the species, changes would be triggered. Perception, therefore, could be considered
to be an interaction between sensory inputs and past experience in the form of templates stored in the
memory bank of the perceiver and is specific to the perceiver’s needs. These templates are modifiable with
time and adjusted accordingly to the input stimuli. With this approach the neural nets and ensembles
of nets generate patterns that describe their thinking and memory properties. Thus, the normal flow of
information is reversed and controls the afferent systems.
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FIGURE3.2 Schematic representation of the ALOPEX “inverse” pattern recognition scheme. Each neuron represents
a feature analyzer, which responds to the stimulus with a scalar quantity R called the response. R is then fed back to
the system and the pattern is modified accordingly. This process continues until there is an almost perfect correlation
between the desired output and the original pattern.

Perception processes as well as feature extraction or suppression of images or objects can be ascribed to
specific neural mechanisms due to some sensory input, or even due to some "wishful thinking" of the PRD.
If it is true that the association cortex is affecting the sensitivity of the sensory cortex, then an ALOPEX
mechanism is what one needs to close the loop for memory and learning.

3.5.2 Memory and Learning

If we try to define what memory is, we will face the fact that memory is not a single mental faculty but
it is rather composed of multiple abilities mediated by separate and distinct brain systems. Memory for
a recent event can be expressed explicitly as a conscious recollection, or implicitly, as a facilitation of test
performance without conscious recollection. The major distinction between these two memories is that
explicit or declarative memory depends on limbic and diencephalic structures and provides the basis for
recollection of events, while implicit or nondeclarative memory, supports skills and habit learning, single
conditi