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## Preface

Knowledge of very-large-scale integration (VLSI) is one of the basic needs to understand the hardware prospect of engineering. Day-by-day, its growth explores new areas of research. It plays a most important role in the performance of digital systems, digital signal processing (DSP), image processing applications, hardware security, quantum computing, etc. It is closely related to data representation schemes. Especially for DSP systems, its algorithms have a number of interesting characteristics, which can be exploited in the design of the arithmetic circuits, so that they can be implemented more efficiently in terms of "computation time, chip area, and power consumption." Nowadays, many handheld portable battery-operated devices that require efficient, errorless, and low-power arithmetic operation.

This book presents recent useful research in the fields of computer arithmetic and explores the benefit of various arithmetic circuits, their digital implementation schemes, performance considerations, and utility of computer arithmetic in various new applications. It covers how computer arithmetic is contributing to the era of quantum computing, hardware security, image processing, biomedical equipment, artificial intelligence, neural networks, and stochastic computing.

This edited volume was prepared by leading researchers in the field of computer arithmetic and computer arithmetic architecture based on different domain applications. Various new research of arithmetic circuits is presented on relevant state of the art, possible applications, and scope for future research.

Chapter 1 discusses the importance of wavelet transform to represent the image as sub-integratable square functions, which can be frequently utilized in the medical and automotive industries or in any sector where the images are used. This chapter covers various types of the wavelet transform, where each type can be a single or a multi-level designed architecture. This chapter covers various schemes like lifting, flipping, convolution, etc., to analyze the outcomes at a certain throughput rate. It covers how design filters with sharp cut-off frequencies play a major role in removing unnecessary elements from pictures.

Chapter 2 addresses the efficiency of multipliers that has a significant effect on device functionality, particularly in the processing of signals and
images. The author of the "Sum of Power-of-two (SOPOT)" multiplier is discussed in this chapter. In the SOPOT architecture, unnecessary shifters and multiplexers are omitted, the new "Canonical-Sign Digit (CSD)" representation is proposed, and the register dimension is reduced.

Chapter 3 presents a 16 -bit Booth multiplier with a modified 2D-DWT architecture. In this work, there is no need to generate all the partial products; only the necessary products required by the coefficient are sufficient. It is observed that for performing the execution, the proposed architecture takes a smaller number of clock cycles than the existing architecture so that it increases the speed. For the need of comparison with effective results, the proposed method, CSD, and Booth multiplier, the synthesis results are done using Verilog HDL in Cadence Genus 90 nm technology.

Chapter 4 addresses the small size MOSFET operational problems such as increasing gate-oxide leakage, enhanced junction leakage, high subthreshold conduction, and reduced output resistance. In Chapter 4, the authors discuss that FinFET would conquer the challenges described above. Taking into account the appealing characteristics of FinFET, an app is an ALU. The arithmetic and logical operations in the digital processor are performed via the Arithmetic Logic Unit (ALU). ALU 8-bit power efficient is built with the Full Adder (FA) and gate diffusion input (GDI), which has been chosen by the designer for the realization of digital combination circuits at minimal power consumption.

Chapter 5 discusses the semiconductor supply chain facing several vulnerabilities, such as counterfeiting, cloning, tampering, etc. Hence to prevent semiconductor counterfeits from adversaries, physically unclonable functions (PUFs) have emerged to be one of the lightweight security primitives in hardware cryptography and offer robust security against attacks. The authors suggest a multiplexer-decoder-based arbiter PUF using CMOS 45 nm technology and simulated using cadence virtuoso. The obtained results estimated security metrics like uniqueness, reliability, and randomness.

Chapter 6 discusses that PUFs should be robust against temporal variations in circuits, and the effect of temporal changes in circuits has influenced the reliability. Out of the several factors, aging is one of the major and critical factors that flip the PUF response. In practice, it is essential to identify the major factors responsible for aging, such as bias temperature instability (BTI), hot carrier injection (HCI), time-dependent dielectric breakdown (TDDB), electro-migration, etc. This chapter mainly addressed the impact of aging on strong PUFs and estimated the aging phenomenon on MUX-decoder PUF
architecture by applying statistical analysis using cadence virtuoso 45 nm CMOS technology.

Chapter 7 discusses various power management design techniques and the specification of power state tables (PSTs), switching networks, signal isolation, state retention, and restoration of APB protocol. The peripherals like UART, Keypad, Timer, and other peripheral devices are connected to the bus architecture using low bandwidth and low-performance buses.

Chapter 8 discusses network-on-chip (NoC), which has been coming out as a strong aspect that decides the functioning and power utilization of several principal processes. The author aims to optimizes the route assigning time to effectively transmitting the data from the source to destination in this chapter. The proposed system creates a mesh topology depending on the router structure pattern and minimizes the route-sharing methods using a hybrid system.

Chapter 9 is based on the three important things to design NoC is topology: routing mechanism, and switching algorithm. The routing algorithm and network topology are the two important aspects of on-chip communication in NoC. This chapter is dedicated to the routing strategy for NoC architecture.

Chapter 10 discusses a self-driven clock gating technique that uses the XNOR gate as the comparator. The process compares the current input to the previous output, and then, to obtain the gated output, the output is eventually ANDed. This technique can be applied to any high-speed systems such as DSP processors, image processor, bio-medical processors, and in general to any processor that requires power optimization. The authors of this chapter have applied this technique to an academic state-of-art design of a 32-bit RISC processors, achieving a total power reduction of nearly $16 \%$ to $18 \%$, with an increase in the area of $3 \%$ to $5 \%$ for a different set of test cases, using 45 nm process technology. This can be further integrated into an electronic design automation commercial backend design flow, wherein the algorithm of the tool can select the proposed clock gating techniques as the integrated clock gating cell.

Chapter 11 presents an analysis that attempts to rephrase these predicaments by means of a semi-empirical approach based on device-circuit integration. This amalgamated therapy utilizes mathematical modeling to exploit the device-circuit fundamentals and offers advantages in terms of cost-minimization, promptness, and reliability in obtaining solutions for (almost) any real-time IC design problem with industry acceptable extent of fidelity.

Chapter 12 analyzes the QCA based flip-flops and proposed novel layouts of the shift register and ring counter with less QCA cells and better performance parameters. The SISO shift register and ring counter are structured using a D flip flop, which is redesigned using 38 cells that show $42 \%$ less complexity than previous structures.

Chapter 13 provides a systematic overview of the design and performance of voltage-mode digital control of a DC-DC converter. Different design aspects of digital control have been highlighted, and digital implementation of PID controller and pulse width modulator scheme have been discussed. A case study of the DC-DC buck converter is used to illustrate the working of the digital controller.

Chapter 14 discusses how image processing has evolved at a fast pace due to its numerous applications in the field of medical, military, satellite imaging, and so forth. Image segmentation is a crucial element of image processing. It is necessary for the study of a specific object in an image by highlighting its boundary. Several algorithms and techniques have been developed with time to solve the problem of image segmentation. However, for its real-time implementation, the algorithm needs to be realized on hardware. The parallel processing capability and reconfigurability of FPGA make it an ideal option for real-time implementation. In this chapter, the hardware prospects of various image segmentation techniques are reviewed and discussed.

The primary readership for this edited volume will be senior undergraduate and graduate students in computer science, computer engineering, and electrical and electronics engineering. It may be used as a textbook for courses on VLSI, as well as a reference book. The prerequisites required for a complete understanding of the book include fundamentals of digital logic and basic ability in mathematics.

# Evolution of 1-D, 2-D, and 3-D Lifting Discrete Wavelet Transform VLSI Architecture 

C. S. N. KOUSHIK, ABHISHEK CHOUBEY, SHRUTI BHARGAVA CHOUBEY, and D. NARESH

Department of Electronics and Communication Engineering, Sreenidhi Institute of Science and Technology, Hyderabad - 501301, Telangana, India, E-mail: koushikcsn@gmail.com (C. S. N. Koushik)


#### Abstract

Wavelet is generally used to represent the image as sub-integratable square functions that are orthogonal to each other and used to reduce the effects of noise upon processing from the image. It plays an important role to compress the image and analyze it accordingly to generate the outputs. It can be used in the fields like medical and automobiles or in any field which utilizes pictures as its input. With the support of the neural networks, the efficiency of the system can be increased to a greater extent and generate the outputs in an intelligent way and in a better way selecting the best option from the various alternatives. The architecture can be of various types like 1-D, 2-D, 3-D, etc., where each can be a single or a multilevel designed architecture. There is a huge requirement of the MAC units along with the memory elements and a pipelining architecture to enhance the computational speed. It can be processed by the schemes like lifting, flipping, convolution, etc., to analyze the outcomes at a certain throughput rate. It is achieved by designing filters with sharp cut-off frequencies that play a major role in removing unnecessary elements from the picture.


### 1.1 INTRODUCTION

A wavelet, in general, can be considered as oscillations or vibrations that are sinusoidal in nature but with certain amplitude and frequency but in domains like signal processing. It is considered a mathematical function, which is useful in digital signal processing (DSP) and image compression techniques. It is mainly used in the field of image processing or DSP in anyone of the sectors like medical, researching, development of a convolution neural network, mobile communication, social media, and even in the field of defense for image analysis. With the use or the help of the VLSI, one can develop an integrated circuit (IC) chip or a module that can be used for other major tasks that implement image processing. The design and the architecture can be enhanced by considering the various factors like the number of rows and columns that is the dimensionality that one needs in order to achieve the desired task outcome and the adder design or the multiplier design and the memory storage requirements for the dimensionality that has been chosen by the developer. The IC can be designed either in a semi-custom manner or in a full custom manner based on the designer's choice. The semi-custom model can be done with the help of the hardware description languages, whereas the full custom design can be done with the help of the transistor level design with the end-to-end connections that is designing the entire architecture in an electrical circuit. The entire design needs to be fabricated in order to provide safety to the design, but the cost of the fabrication is quite high as usual. The area-delay-product (ADP) can be found to estimate the optimization of the entire design and the efficiency of the entire design in terms of the delay and speed criteria [1-5, 14-25].

Discrete wavelet transform (DWT) is basically used to transform the wavelets into the frequency domain that are discretely sampled in the frequency domain. In general, any wavelet transform can be represented as in an equation manner:

$$
\begin{equation*}
\varphi(y)=\sum_{m=-\infty}^{\infty} A_{m} \varphi\left(s_{k}-m\right) \tag{1.1}
\end{equation*}
$$

Whereas a Fourier transform equation is given as, continuous frequency domain:

$$
\begin{equation*}
F(j \omega)=F(X)=\int_{-\infty}^{\infty} f(t) e^{-j \omega t} d t \tag{1.2}
\end{equation*}
$$

The DWT is quite similar to that of the Fourier transform, but it differs with it in the aspects like the truncation, but it can be still considered very much similar to that of the Fourier transform. In the frequency domain, there is a chance to get ringing effects in the main signals that may tend to interfere with the signal and have its own impact based on its amplitude but whereas in the case of the DWT, there are no chances of the ringing and interference among the signals and hence have optimal results especially at the time of the filtering, as quite a large number of the filter banks are used in order to filter the required frequency components from the signal which when sampled and digitized at or above the Nyquist sampling rate. The ringing effects are seen to take the sigmoid distribution, which has damped oscillations outside the major intensity level of the signal. The DWT signals can be taken as a finite duration signal of small waves and limited amplitude [1, 2, 17, 30-55].

The main difference between the DCT (discrete cosine transform) and DWT is regarding the loss or error handling capability in the images that are inputted, and the sampling was done to the signal in the corresponding equivalent domain. They both are compared in the frequency domain, and the major difference can be highlighted by the sampling of the signal in the DWT, whereas the DCT ed signal is not sampled in the frequency domain, and hence the signal is considered to be continuous. As the signal is considered to be continuous in nature, the probability of the noise or the error to creep into the signal increases even though the signal to noise ratio is quite high, but there is still a probability of noise to creep into the signal yet [1, 2, 17, 30-55].

The comparison can be depicted easily by the use of the filter banks that are used to separate out or filter out the signals that are required and then give the required part to the operation in the frequency domain. The efficiency of the filters or the sharpness of the filters determines the proximity of the signal to become as ideal as possible or high accurate as possible and to have the least effect on the noise signal. The noise or the errors that are generated in the images at the time of the sampling of the signal or at the time of the computations or processing of the sampled input, needs to be handled with utmost care in order to generate the exact replica or desired output of the task that one needs. The filters used are either finite (FIR) or infinite (IIR) impulse response filters that must have their frequency response as sharp as possible in order to filter the signal components or wavelets and even the components of the noise. An array of the filter banks comprising the low pass filters and the high pass filters, respectively,
are used to analyze the signal. The filter banks can be cascaded, and the required components can be filtered. The stability of the filters depends on the location of the poles of the transfer function in the s-plane or in the $z$-plane. The sampling rate of the signal can either be interpolated or decimated as per one's requirement in the task to achieve the outcome. In order to reconstruct the signal, it must be made to pass through the low pass filter or a bandpass filter based on the requirement of the desired frequency component, which can be a Kaiser or Chebyshev or a butterwort approximation filter that satisfies the requirement or the sharpness of the filter that one desires in operation for the accuracy. The frequency response of the filter must have been having a proper cut-off frequency or centered on the resonant frequency $[1,2,14-25,30-55]$.

There are various types of wavelet transformation techniques that have their own unique application, based on the requirement one needs. The techniques are:

- Continuous wavelet;
- Discrete wavelet;
- Fast wavelet;
- Multi-resolution analysis;
- Haar wavelet, etc.

These techniques are used when there is a need or a requirement to reduce the size of the image or, more specifically, reduce or compress the image by smoothening it and have an efficient and ease of data transfer and processing. The compression can be lossy and lossless based on the accuracy of the entire operation that one desires. It plays a major role in image processing by analyzing the data at different frequency components or approximations based on the type of filters used at the time of the processing.

In signal processing, the wavelets remove the effects of the noise and are used to compress the image by the methods like the JPEG method or to convert it into a PNG file, which is a portable network graphic file. Hence the minute errors or the noise that creeps into the signal can be eliminated by the signal to a large extent. As the image is subdivided into the sub-bands of low-low (LL), low-high (LH), high-low (HL), and highhigh ( HH ) over the entire original spectrum of the signal, a wide range of the filters are required in order to segregate them and to do the processing (Figure 1.1) [2].


FIGURE 1.1 Signal decomposition.

### 1.2 TYPES OF WAVELETS

There are various representations of the wavelets based on the dimensionality of the data on uses and for the sake of the computations as well. The computations can be carried out in the form of the array or in a matrix form. Based on the matrix computations, one can determine the bit handling capacity and the speed and delay of the entire operations governing the entire efficiency of the task and even consider the factors like area and the power parameters of an IC design. Initially, the image is then sampled at a sampling frequency above the Nyquist rate, and the sampled image is later digitized based on the separation of the signal in the frequency spectrum in different bands, considering the parameters like the image resolutions and the number of pixels of an image, etc. The image will have errors, which can be considered almost as a quantization error of digitized signal. Based on the number of binary bits that are generated when digitized in the frequency spectrum, one can choose the required architecture based on the complexity of the task with which one does.

The computations can generate the errors that are negligible or have the least probability of errors only, and the errors and effect of noise need to be reduced. Whenever the noise creeps into the signal, a certain amount of precautions needs to be taken to prevent the casualties due to its presence, like maintaining a certain signal-to-noise ratio and considering the type of noise that one deals with [1-3].

The types of the wavelets are based on the dimensionality for the sake of the computation, and the requirement of the complex task execution and generation of outcomes in an efficient manner are:

- 1-D;
- 2-D;
- 3-D, etc.

The complexity governs the factor of the dimension one must use in order to achieve the outputs. When the image or the signal is represented in the form of the pixels or its components within its frequency spectrum, filter design needs to be as perfect as possible to prevent the aliasing or the generation of the vestigial bands in the signals and, on the whole, affect the shape of the signal and distort it. The design must be as sharp as possible with the least transition band and almost nearer to the ideal frequency response curves. The entire design needs to be operated when only the system is stable and produces no spurious outputs. Then only the effect of the noise can be reduced to a great extent [1-3].

The number of bits or bytes taken for the sake of the computations needs to be considered based on the image resolution and the bit handling capacity of the computational units during a clock cycle. Initially, the data is read serially either bitwise or in a group-wise manner, along the row, and then via a storage element like registers, it is made to send next to the part where there is a column processor, and the computations are done accordingly for the sake of the column, just like the matrix arithmetic is mimicked. The data is added initially, and the carry bit is handled based on the type of the adder that one has chosen in the architecture and then multiplied later with the help of the multiplier units, with the least amount of delay that has been generated by the gates and the carry bit generated needs to be handled carefully at every stage to maintain the accuracy of the entire operation. The noisy data needs to be handled with utmost care in order to prevent the generation of faulty outcomes. The data hence needs to be sent to the processing units (PUs) via multiple numbers of the filter banks such that all the noisy data will
be filtered out from the spectrum that has been sampled and digitized along with the selection of the desired frequency components from the main signal in the frequency domain [1-4].

### 1.2.1 1-DIMENSIONAL ARCHITECTURE

This type of architecture depends on the efficiency of the pipelining at the input data stream in a serial manner. The output depends on the present inputs and the past outputs as well, while the past outputs are fed to the input side with the help of the negative feedback path that has the potential to eliminate the noise or the error that has crept into the signal. The computations are made to be performed via four blocks, namely alpha, beta, gamma, and lambda; these constitute to be the wavelet coefficients. The value of the alpha, beta, gamma, and lambda govern the type of filter that can be designed for one's application requirement. These blocks, along with the help of the adder and the multiplier modules with a certain level of optimal design, are used to implement the architecture. The main advantage of this architecture is that it is easier to implement and design in the reduced area and lower amount of the computations when compared to the higher dimensions. The main disadvantage with this type of architecture is that the entire throughput of the operation that is being performed by it is reduced by it due to no support for the concurrency at the time of the processing of the bits, irrespective of the type of scheme used in order to design the architecture for the sake of the computations. The number of computations that it does is lesser than that of the higher dimensional architectures, but it is quite apt for the simple level of the input data rather than not doing computations over the complex data. It is known to be implemented by an algorithm classically known by the name Mallat's algorithm. In a recursive manner, the implementation can be depicted in the form of a tree. All the lower coefficients are directly calculated with the help of the formula to maintain the ease of the computation (Figure 1.2) [3-5].

The computations are done in obedience to that of the matrix arithmetic implementation, and these computations need to be done via row and the column processors, individually, and the carry bit is handled accordingly wherein the data transfer is done between the processors with the help of the memory bank or registers, to prevent the loss of the data or the corruption of the data based on an operating clock frequency. A memory element is needed to transfer the bits from the row processor to the column processor
to compute the computations, where each processor has an adder, and a multiplier unit, and the efficiency of the operation still depends upon the wavelet coefficients, namely alpha, beta, gamma, and lambda. The no of registers that can be used is given by the formula $k=\log _{2}^{N}$, where N can be considered as the number of bits that are taken at a single clock frequency for the sake of the computations at the input side. The pipelining of the data plays a major role in determining the delay and speed of the operation of the task [4,5]. The input data can be either is sent bitwise or it can be sent as a pair or in a group of bits that are to be pipelined in order to increase the throughput of the entire system, reducing the delay and increase the computational speed. The coefficients can also play a major role in the computation of the data. The data is sent to the row processor section wherein the row-wise computations are done and later on to the column processor for column-wise processing or computations via a memory bank, to mimic the matrix arithmetic operations. These tasks must be done in an optimal way to minimize the delay and later to enhance the throughput. Irrespective of the logic family used to design the hardware, all the factors like the operating voltage and the speed of the computational elements must be considered to reduce the delay factor of the entire operation on the whole due to the hardware computational modules. The design must be having lowest area consumption at the small scale and even at the macro scale such that, the entire constraints like the power, speed can also be optimized [1-5, 25-27].


FIGURE 1.2 1-D VLSI architecture [3].

A various implementations can be designed like the Daub-4 and 9/7 filter design by the 1-D architecture for the dwt implementation, which are orthogonal filters. The number of samples taken at the input is greater than the number of samples per wavelet and these wavelets are computed with a certain amount of the latency. The entire set of the wavelets needs to be
split into an even and an odd part, where the initial computation consumes more latency for the sake of the feedback path. There are various schemes like lifting, flipping, and convolution, etc., used to implement the design of DWT in VLSI. Each scheme has its own advantages and disadvantages such that one can choose the scheme based on the requirement of the tasks. It is a very basic type of the dimension for the wavelet as the bit handling capacity is lower than compared to that of the higher dimensions (Figure 1.3).


FIGURE 1.3 9/7 Filter design by 1-D architecture [3].

For example, in the case of the $9 / 7$ filter design, the input samples are separated into an even and an odd parts in the frequency domain by the use of the filter banks and such that by the use of the registers at the input side of the module, at every clock transitioning edges, the odd and the even parts are synchronized to the clock signal and then sent for the computations toward the MAC units (multiplier and adder units) and then later by adjusting the values of the alpha, beta, gamma, lambda, all the coefficients of the wavelets govern the filter design that one requires. These are computed accordingly in order to achieve the desired outcome as these coefficients play a major role over the separated data (Table 1.1) [4, 5, 25-27].

TABLE 1.1 9/7 Filter Computations in 1-D Architecture [4, 5].

| SL. No. | Even Part | Odd Part |
| :--- | :---: | :---: |
| 1. | $\mathrm{P}_{0,1}=\mathrm{P}_{0,1}$ | $\mathrm{P}_{0,2}=\mathrm{P}_{0,2}$ |
| 2. | Even $_{-1,1}=\mathrm{P}_{0,1}$ | Odd $_{-1,1}=\alpha . \mathrm{P}_{0,1}+\mathrm{P}_{0,2}$ |
| 3. | Even $_{-1,1}=\beta \mathrm{P}_{0,1}+$ Even $_{-1,1}$ | Odd $_{-1,1}=$ Odd $_{-1,1}$ |
| 4. | Even $_{-1,1}=\mathrm{z}^{-1} \gamma$ Odd $_{-1,1}+$ Even $_{-1,1}$ | Odd $_{-1,1}=\mathrm{z}^{-1}$ Odd $_{-1,1}$ |

The implementation is solely dependent on the optimal design of the adder and multiplier units in the row and the column PUs that are being incorporated into the design. The designs must be optimized to reduce the delay at low power consumption and hence achieving a good area and delay product. It must take low power in that small area and must produce very minimal delay with high speed of the computations, maintaining a speed to power trade-off. The speed of the computations depends upon the clock signal frequency for the data to be shifted via the registers between the processors. The row and column computing blocks/ processor must be highly efficient and must take necessary precautions to prevent the throughput to be a bad value and handle the carry bits in an efficient manner. The noise handling capacity can be enhanced further by band-limiting the signal which can be achieved by the use of the various filter banks.

There are various types of adders and multipliers that are available, but the one with the constraints that suit to our requirements needs to be chosen. It can be used to implement the computation on a single bit (bit-serial) or on a group of bits (digit serial) via various methods like Karatsuba multiplication, etc. (Figure 1.4).

### 1.2.2 2-DIMENSIONAL ARCHITECTURE

It is the repetitive implementation of the 1-D computational procedure and provides a better throughput in terms of the bit handling capacity and the computational process that is being implemented. It can also be implemented by various schemes like lifting, flipping, convolution, etc. It is mostly known to be implemented in the fields like image processing which needs more computational abilities in order to understand or analyze the images at a faster rate when compared to that of the 1-D architecture. It is also backed by the matrix arithmetic. The input end can either take in bitwise or group wise serially or parallel based on the architecture optimal design one has chosen to achieve the outcomes. The memory requirement depends upon the
number of bits or the bit handling capacity and is given by the formula $\mathrm{N}^{2} / 4$; this memory is placed as an interface between the row and column processor and even in the feedback path. The row and column processor each has its own MAC units to do the computations. The carry bit is handled accordingly based on the type of the adder or multiplier chosen.


FIGURE 1.4 Data flow order for the computations [3-5].

Its design needs to be optimized to prevent adding any additional delays and power wastages along with the area optimization. The speed of the entire computations depends on the operating voltages or on the clock signal frequency. The architecture must be highly efficient enough to meet our requirements accordingly and have better application in the field of the image processing. The design must be in a position to handle the errors or the noise that is crept into the signal to prevent the generation of the wrong outputs. It can be taken as the repetitive architecture of the 1-D wavelet, and the choice of the coefficient in the 1-D must be taken in a wise manner to do better enhanced computations [3-5]. The value of the coefficients will play a major role in the matrix arithmetic of the data that has been taken such that there will be generation of the output, but the accuracy will be governed by these
wavelet coefficients. The taken data is pipelined to have better throughput of the entire operation that is being done, hence a queue needs to be maintained in the architecture to have the pipelining of the data. As the entire efficiency of the operation depends upon the pipelining, there must be a rate at which the data has to be sent in and out of the queue such that, it must be made synchronized o that of the clock signal frequency (Figure 1.5).


FIGURE 1.5 2-D Architecture [3-5].

The computations can also be implemented by the use of the Radix- $2 / 4 / 8$ methods but any one must be chosen in order to suffice the bit handling capacity and the delay constraint. Unnecessary computations if prevented, it reduces the propagation delay to a larger extent. The input data and the past outputs that are inputted are to be separated accordingly to perform the 1-D computations either in a recursive manner or in a direct scan method. Hence the critical path delays (CPD) irrespective of the scheme that has been used must be handled. There are various modifications being done in the design in order to have eased the computations and at a faster rate.

The computational speed depends on the clock cycle frequency and on the delay in the output generation. It needs to be optimized for the sake of the image when inputted; the processing needs to be done accordingly by selecting the best values of alpha, beta, gamma, and lambda for the
individual 1-D implementation. It can be even used for the Daub and other filter designs.

The computation, irrespective of the architectures that are to be implemented, it depends on the signal to noise ratio as well. The SNR ratio prevents the data to be corrupted in the computation and even before it. The effect of the noise can be reduced or minimized only by the help of the band limiting of the signal which is achieved with the help of the bandpass filters. The signal can be sampled and its sampling frequency can be interpolated or decimated accordingly based on the operating conditions. It even depends on the stability of the filters that are being implemented based on the wavelet coefficients accordingly. It must be able to produce outputs in an efficient manner with minimal errors.

### 1.2.3 3-DIMENSIONAL ARCHITECTURE

The computation of the DWT can be done in the 3-dimensional methods such that all image processing can be done with an ease which are complex to analyze. The data is compressed in the temporal and spatial domains, and the data is processed by the use of the structural PU and a row and a column processor. The data processing will be achieved by the schemes like the lifting and convolution methods, and the design needs to be optimized to a large extent. It basically consumes more area and hence the operating conditions needs to be enhanced to such an extent that the throughput should become an optimized one. It takes more computing elements like the adders and the multipliers, and its functionality can be tested on a fieldprogrammable gate array (FPGA) as it is quite apt for the DSP applications. It can be considered as the repetitive version of the 2-dimensional or the 1-Dimensional architecture. Due to this repetitive architecture, the computations can be done for the large and complex data. The adder and multiplier units of the MAC play a major role in the computations of the 1-Dimensional data or the 2 -dimensional data. The delay got at the end of the computations must be reduced to a larger extent such that speed of the entire operation can be enhanced to a greater extent.

The design can be used for the various image processing applications, and the hardware design needs to be optimized considering the operating conditions and the memory and clock frequency requirements. The input will be divided into the sub-bands namely LL, LH, HL, HH, such that all the data which must be sent for the processing must be pipelined or grouped
accordingly based on the requirement one has for the complexity of the data. The data will be divided into bits and then sent to the temporal and spatial processors. The CPD of the methods needs to be considered in order to optimize the design. The output of the spatial processors is given to the input of the temporal processors. Filters like the CDF 9/7 can be designed such that they can be used for the discrete wavelet applications. A data flow graph can be used for the sake of better understanding of the operation. For every 2 clock cycles, the computations are done (Figure 1.6).


FIGURE 1.6 3D DWT architecture [8].

### 1.3 SCHEMAS FOR THE DWT IMPLEMENTATION

There are various schemes which are used to implement the DWT at the time of the designing. The most basic techniques are lifting, flipping, and convolution that are used to implement the design. Each method has its own advantages and disadvantages that govern the factors like throughput, delay, computation speed, efficiency of the filters being used. Each has its own type of the architecture and varies with each other in the implementation. All the schemas share a similar amount of the architectures and have various amount of the PUs that can generate the outputs at a certain level of the throughput. These methods depend upon the value of the coefficients, namely alpha, beta, gamma, lambda chosen for the computations to be done in an optimal and efficient way. The architectures can be realized by any logic family one wishes to implement based on the operating voltage conditions and the operating speed one desires such that the outcomes can be generated at a better
rate. The basic logic families like the bipolar junction transistor or the field effect transistors can be used in the design based on the person's requirements of the area, power, and speed. The mostly preferred transistors at the nanoscale are the metal oxide semiconductor field-effect transistors (FETs) named as the MOSFET's. The CMOS logic of the MOSFET's can be used to realize the architecture physically as they have large packing densities and lesser operating voltage conditions with faster speed of the operation than the bipolar junction transistor (Figures 1.7 and 1.8).


FIGURE 1.7 Basic lifting cell architecture.


FIGURE 1.8 Basic flipping cell architecture.

### 1.3.1 LIFTING SCHEME

It has basically three steps namely:

- Split;
- Predict; and
- Update.

In this scheme, the entire samples are divided to form a set of an even and odd parts such that the values are predicted and updated at the end of every computation. The computations obey the matrix arithmetic. The upper triangle of the matrix has the elements to predict, and the lower triangle of the matrix has the values that are to be updated. These iterations or the multiple scans that are done helps to update the matrix and predict the next values for the sake of the further computations. The values when added and multiplied accordingly, a polynomial equation is formed that are used to analyze the entire operation of the system. The data must be sent to the column processing part after the computation in the row module has been completed. The value of the coefficients plays a major role in the computations (Figure 1.9) [6, 7, 25].


FIGURE 1.9 A general lifting architecture for 1D DWT.

It is used in the design of the $9 / 7$ filter bi-orthogonal wavelet filter wherein which is presently used in the present-day implementations for the sake of the noise and error removal and ease of computations. There is a coefficient k or f1 used for the sake of the scaling of the signal which is given to it to be filtered (Figure 1.10) [7].


FIGURE 1.10 Lifting process in 9/7 orthogonal filter-1.

It is achieved by the help of the filter banks that are being used. These filter banks help in the splitting of the data into an even and the odd parts in the frequency domain, due to the division of the spectrum into the subbands, the data is bandlimited and can have a good signal to noise ratio and then reduce the effects of the noise. Later the values are predicted and later updated in the last 2 stages, respectively, wherein with the help of the alpha, beta, gamma, lambda values, the coefficients of the wavelets can be determined.

Let,

$$
\begin{gather*}
P_{0}(j)=A(2 j+1)  \tag{1.3}\\
Q_{0}(j)=A(2 j)
\end{gather*}
$$

Then,

$$
\begin{align*}
& P_{1}(j)=P_{0}(j)+\alpha *\left[Q_{0}(j)+Q_{0}(j+1)\right]  \tag{1.5}\\
& Q_{1}(j)=Q_{0}(j)+\beta *\left[P_{0}(j-1)+P_{0}(j)\right]  \tag{1.6}\\
& P_{2}(j)=P_{1}(j)+\gamma *\left[Q_{1}(j)+Q_{1}(j+1)\right]  \tag{1.7}\\
& Q_{2}(j)=Q_{1}(j)+\lambda *\left[P_{2}(j-1)+P_{2}(j)\right] \tag{1.8}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\operatorname{High}(j) & =\left(\frac{1}{f 1}\right) * P_{2}(j)  \tag{1.9}\\
\operatorname{Low}(j) & =(f 1) * Q_{2}(j) \tag{1.10}
\end{align*}
$$

It can be even implemented with or without pipelining feature which may reduce the throughput based on the size of the data with which one can handle. The pipelining may result in increasing the number of registers that but the area can be optimized and efficiency can be decreased, hence in
order to improve the overall efficiency of the operation or the speed of the operation, one must use the feature of the pipelining. The design of the adder and the multiplier that are being used needs to be as optimized as possible to reduce the effects of the computational delay. The delay must be as low as possible in order to do the computational tasks. The main disadvantage is the problem of the CPD needs to be handled due to the presence of the adders and multiplier even though if they have an optimal design. As the incorporation is done in a very small scale or at the nanoscale, the effect of the parasitic must also be handled as they tend to creep into the architecture at a certain frequency or at smaller areas. The parasitic mostly tend to cause the delay and hence units like the buffers needs to be used in order to increase the strength of the signal [6-8].

### 1.3.2 FLIPPING SCHEME

Flipping is also a method is used to implement the DWT design. It is much more efficient than the lifting technique as the problem of the CPD has been reduced. The use of the Radix-4 multiplier reduces the CPD to a great extent and it increases the throughput as well positively. The computations are done in a quick manner and the entire delay depends upon the delay of the multiplier and the adder only. An encoder also needs to be used to encode the values accordingly, and the values of the alpha, beta, gamma, and lambda are selected accordingly for the implementation (Figure 1.11) [6-8].


FIGURE 1.11 Flipping architecture for 1-D DWT.

It has its own disadvantages in the long run due to the reduced use of the registers, and that may cause the glitches or the errors to creep into the signal that may affect the signal even though its throughput may be higher than the lifting scheme. It can even be considered as multiple implementations of the lifting schemas at once that has optimal throughput. They can be tested in the FPGA irrespective of the dimension one requires; it can be used very much
aptly for the sake of the digital data processing and computing of the data with the same amount of the lesser throughput one desires. The area-delay product (ADP) must be giving value indicating that the scheme can be found ideal to do any sort of the computations at a faster rate, but the disadvantage of this method is that it can be easily susceptible to the errors.

$$
\begin{gather*}
y(N)=a(2 N)  \tag{1.11}\\
y_{1}(N)=a_{1} A(2 N+1)+[A(2 N)+A(2 N+2)]  \tag{1.12}\\
y_{2}(N)=a_{2} A(2 N)+\left[y_{1}(N-1)+y_{1}(N)\right.  \tag{1.13}\\
\operatorname{high}(N)=K_{1}\left[a_{3} y_{1}(N)+\left[y_{2}(N)+y_{2}(N+1)\right]\right]  \tag{1.14}\\
\operatorname{low}(N)=K_{2}\left[a_{4} y_{2}(N)+\left[\left[\operatorname{high}(N-1) / K_{1}\right]+\left[\operatorname{high}(N) / K_{2}\right]\right]\right] \tag{1.15}
\end{gather*}
$$

### 1.3.3 CONVOLUTION SCHEME

This type of implementation may seem to have a greater number of the computations, but there is no requirement of the temporary registers to store the data, and hence the design becomes much more efficient in terms of the area and power and speed considerations. The design can be even be optimized by not using a multiplier and rather a shift register can be used and addition of the bits can be done accordingly by shifting of the bits. This can be achieved by the use of the shift registers that shift the bits in order to do the computations that are very optimal enough to achieve the desired outcome. The method can have the large usage of the filter banks such that, all the data can be given for the processing and generate the outcomes accordingly.

The architecture of the convolution has a row and column processor that requires more arithmetic resources than the lifting scheme in order to generate the outputs. The architecture can be used to design various filters like the $9 / 7$ or $5 / 3$ orthogonal filters, and it can also be used with the JPEG 2000 compression method accordingly that can do the computations in a much efficient way which is optimized and gives an area-delay-product
(ADP) as an optimized one. It requires a certain number of memory banks that can be used either to store the shifted bits or transfer the bits from the column to row processor accordingly, hence the design may give a lower throughput to visualize but the entire throughput will be depending upon the clock cycle frequency and voltage at which it can be operated. The design can be verified for the sake of the testing in a FPGA, as it is quite good enough to be used for the DSP applications (Figure 1.12).

A basic two-dimensional convolution scheme of DWTs is given by:

$$
\begin{equation*}
\operatorname{OUTPUT}_{\mathrm{j}+1}\left(\mathrm{~N}_{1}, \mathrm{~N}_{2}\right)=\sum_{\mathrm{j}=0}^{\mathrm{L}-1} \sum_{\mathrm{j}=0}^{\mathrm{L}-1} \mathrm{~A}\left(\mathrm{~N}_{1}, \mathrm{~N}_{2}\right) \cdot \mathrm{F}_{\mathrm{j}}\left(2 \mathrm{~N}_{1}-\mathrm{K}_{1}, 2 \mathrm{~N}_{2}-\mathrm{K}_{2}\right) \tag{1.16}
\end{equation*}
$$



FIGURE 1.12 1-D Convolution architecture for $9 / 7$ or a $5 / 3$ filter.

The convolution architecture generally has a larger number of the computations when compared to that of the other schemas as there are many additions and multiplications being performed at each and every stage. The area can be optimized with the help of the removal of the multiplier units and replacing it with the set of the shift registers and adder units and hence achieving the same output. The multiplication can be mimicked by shifting the bits by a certain amount of desired number and then by the use of the adder units, the computations are done accordingly.

Similarly, in the case of the toe dimensional architecture, it can be considered as a repetitive architecture of the one-dimensional architecture wherein, the convolutions can be done with the help of the successive corresponding adder and multiplier units. This type of design will have proper utilization of every resource block that has been used in the architecture such that, the number of computations will increase but the throughput can be considered moderate and quite lesser when compared to that of the flipping scheme but almost equal to that of the lifting scheme. Irrespective of the operating voltage conditions, the speed or the delay of the entire task will depend upon the number of computations done at every stage and on the clock frequency to shift the data. The row and column processor will have a greater number of computations, but then it can be generating results at a slower rate when compared to that of the flipping scheme of DWT as there are large numbers of computations.

### 1.4 SUMMARY OF THE ARCHITECTURES

Of all the schemes, the lifting is preferred for its moderate throughput and its optimal design whereas, 2-dimensional is preferred for the sake of the image processing applications. There are various ranges of the values of the number of the adder and the Multiplier units used in the design, and they vary based on the requirement of the designer's design optimization capabilities (Table 1.2).

TABLE 1.2 Summary of All the Architectures of DWT

| SL. <br> No. | Type of DWT <br> Architecture | MAC Units | Memory <br> Banks | Delay (ns) | Schemes Preferably <br> Applicable |
| :--- | :--- | :---: | :---: | :---: | :--- |
| 1. | 1-Dimensional | $2-20$ | $5-10$ | $5-20$ |  |
| 2. | 2-Dimensional | $10-25$ | $8-25$ | $10-25$ | Lifting, flipping, |
| 3. | 3-Dimensional | $20-40$ | $10-45$ | $10-45$ |  |

### 1.5 CONCLUSION

The DWT can be implemented in the VLSI using any Hardware definition language in the front-end design or via transistor-to-transistor connection in the back-end full custom design. The design has to be optimized every time in accordance to the advancements in the methods and the technologies.

The computations are governed by considering the area-delay-product (ADP) for the IC design. Any signal when divided into sub-bands within its spectrum and then sampled and digitized, it helps to have an ease of computations, saving power and having the same accuracy as compared to that of the continuous frequency domain, for the results in order to have the analysis of the image. Of all the schemes, the lifting scheme is found suitable for the operations even though the throughput of the process is found to be lesser than that of the other schemas and the architecture for the 2-D wavelets is much more useful for the sake of the image processing. The preferable scheme will be that lifting scheme in the 2 -dimensional architecture design that finds the majority of the application in the field of the image processing.

It has many applications in the field of the medical, nuclear, space, and defense and research sectors as well, where it majorly depends upon the images that are to be processed to derive the meaningful data from the input data that has been given to it. Due to the advent of the artificial intelligence and deep learning, these types of the computations can be made much easier and in a much more effective manner, which can play a major role in generating the outcomes of the required task. A Neural Network when developed in order to process the image, it can give its own decision accordingly at the end of the completion of the outcome and hence one can find it much more advantageous in the mere future to incorporate this type of hardware in the other designs. Hence, DWT plays a major role in the understanding of the image with an ease and with enhancement of the proposed design in terms of ADP product, every time the efficiency of the entire task can be done. The overall efficiency of the operation can also depend upon the parasitic of the transistors used in order to design the gates in the multiplier and adder units, hence precautions are to be taken.
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#### Abstract

The behavior of the multiplier greatly affects the usefulness of the frame level, especially in image preparation and signal handling applications. In this observation, multiplexers based on the sum-of-power-of-two (SOPOT)-based are investigated, and some exaggerated converters and multiplexers are seen from this examination. Useless "shifters" and "multiplexers" present in "SOPOT" engineering are eliminated. A new architecture of multiplier is proposed that uses the canonical-signed digit (CSD) representation and the control register size is reduced. Lean engineering is better than the current design because of field reduction and use of force. The height scheme discrete wavelet transform (DWT) is executed using an adjusted multiplier. Combination results suggest that the transformed CSD area delay product (ADP) deferred element and vitality are not individually planned above.


### 2.1 INTRODUCTION

In the mathematical assessment and practical investigation, a "discrete wavelet transforms (DWT)" is several wavelets modify for which the wavelets are unconnectedly examined. Similarly, by means of supplementary wavelet transforms, a key preferred position it has over Fourier changes been the knowing goal: it catches together repetition and area data.

Hungarian mathematician Alfred Haar designed the primary DWT. The Haar wavelet transition could be judged to be equal to input values for statistics spoken to by a ramshackle of numbers, putting away the dissimilarity and passing the sum. This loop is reworked, merging all of the components to show the following scale, creating $2 n-1$ contradictions and a final completion. In 1988, Ingrid Daubechies, a Belgian mathematician, spoke on the most used spectrum of discrete wave shifts. This term is based on repeat relationships in order to build a variety of distinct instances. Each goal is twice the previous size, which is dynamically superior to the expected wave. Daubechies describes a category of waves in his original paper, the first of which is a wave of loss. Then excitement for the region grew considerably and a lot of waves were produced that are unique to Daubechies. There has been a broad utilization of DWT in numerous uses of picture preparing and signal handling [1, 2]. The current plans for the execution of the DWT are generally sorted into two kinds: 9/7 channel and the lifting plan. For the subsequent class plans, have points of interest when contrasted with the main classification structures in zone necessity and processing intricacy.

The "digital signal processing (DSP)" applications, for example, "discrete wavelet" change "finite impulse response (FIR) filter" and "infinite impulse response (IIR) filter" includes increase and expansion as central activities. In the constant condition having equipment limitations, deferral, region, and force measurements assumes a key function in dissecting the framework execution. The multiplier assumes key function as equipment perspective in discrete wavelet change, as result multiplier devours bigger region, force, and deferral.

DWT is an intelligent time and frequency analysis method with multiresolution. The DWT provides higher cryptographic potency, magnitude relationship of compression and image restore value than the usual separate normal feature. As a result, compression formats such as "MPEG-4" and "JPEG 2000" supports the DWT. In signal cryptography [8], the separate moving ridge remodel (DWT) has gained broad unfold acceptance of information compression, information perception, information activity,
geophysics, meteorology, audio signal system, motion pursuit, and machine learning (ML). Area units are especially suitable when measurability and tolerable degradation are required for applications. In contrast to a separate circular function remodel, DWT has higher compression ratios, no obstruction artifacts, and clever frequency and time domain localization inherent in scaling and greater flexibility. Several well-known DWT architectures based on a convolution are poorly designed for large scale (VLSI) integrations. The lifting-based DWT was then extracted by Daubechies and Sweden to cut advanced calculations. DWT based on the elevator has many advantages compared to DWT based on the turbocharged method, along with fast implementation, maximum number coefficients, completely reduced quality of hardware and isobilateral forward and backward remodeling. As a consequence of the lifting method, some multipliers will save on scaling operations, integrally a square measure that has a higher CPD than the flip structure. It provides a considerably good structure for area delays rather than a flipping structure. The projected reversal structure is a critical DWT design to minimize the vital path by eliminating multipliers from the input node to the computing node, though not the overhead hardware. By integrating the associate prediction in the nursing update process, the primitive knowledge path of lifting is updated to generate an economic pipeline design that has the fundamental path of one number. The scaling constants of the theme square test excellent opposite of all different, while the scaling constants of the flipping theme do not work so well. Despite that, lifting is thus not normal, just like the turn-around issue, because of the longer critical path, to obtain area-delay economical hardware efficient structures for the "2D-DWT."

Use high efficiency memory architecture in parallel scanning methods for lifting 2D DWT architecture [13]. The first step is to save input and 9/7 filter coefficients with the 4 N temporal memory. $4 \mathrm{~N}+8 \mathrm{P}$ on-chip memory words are needed without using data access registries and the lifting method "2D-DWT" architecture [12]. Another lift data flow [11] that uses parallel pipeline operations with no effect on critical paths to decrease the symmetric architecture data path. A DWT [10] to transform "serial-parallel" data based on lifting and then sent to the column filters to generate four subgroups, which are then given to transpose the unit to fulfill the order of data flow needed by a row filter.

In several mathematical operations, multiplication is one of the main fundamental functions. One of the most common operations of arithmetic, Fourier's fast and low-performance applications have a dominating role to play in various applications, such as FIR-filters, DWT, Fourier Transform,
etc. In the DSP system, the time delays are normal, and the silicone area in the DSP system is very high. The selection of a high-speed multiplier is acceptable because execution time is dominant in many DSP algorithms.

Multiplier is the arithmetic unit performing multiplication between given numbers and one of the factors deciding the consumption of critical path delay (CPD) and chip area. Therefore, the need of designing a multiplier with less area, low power and fast processing makes a demand for effective implementation of design. Several multiplier designs are developed and among them Booth multiplier is known best for its sign implementation and design of hardware. For reducing a number of partial product arrays (PPAs) in Booth multipliers [9], different encoding schemes for Booth algorithm are presented in modified methods.

A regular and modular bit-parallel (word-level) computing structure for DWT easily obtained using multiplier. However, multiplier when implemented in dedicated hardware involves significantly more combinational logic than the adder. A parallel structure of DWT involves a large number of multipliers. Consequently, multiplier consumes a significant part of the chip "area and power." Numerous multipliers can be stored in the parallel design and the throughput rate depends on the availability of combinational resource in the chip. Silicon-area, speed, power consumption is considered the general performance evaluation parameters while designing a VLSI architecture. Previously, energy consumption was secondary to designers than space and speed. However, in recent years, the growth of portable and wireless multimedia devices has made them comparable or even heavier with location and speed. The most significant problem in the architecture of these devices is average energy consumption [14]. As high-performance wireless and portable devices became ubiquitous, battery technology has reached its limits. Energy-efficient designs are more attractive. There are various factors that contribute to the power budget of a VLSI circuit. Combinational logic complexity is one of them. Therefore, low-complexity design most often leads realization of a low-power circuit. Several schemes and methodologies have been proposed and found in the literature for low-complexity design.

Therefore, a whole range of multipliers with very extraordinary zone speed requirements is planned with completely parallel. Multipliers wrap up at full range and serial multipliers at the other end. Digital serial multipliers anywhere single digits consisting of multiple bits the region is operated at the center of region unit. These multipliers have a direct impact on execution in each speed and space. Duplication is accomplished by including a posting of moved multiplicands in advance with the digits of the number.

Augmentation is an essential rudimentary perform in math activities. Indeed, augmentation-based activities like "multiply and accumulate (MAC)" and spot item region unit among some times utilized calculations concentrated number juggling capacities directly implemented in a few DSP applications like "convolution," FFT, etc.

The DWT algorithm uses constant multiplications. Constant multipliers can be implemented using the shift-add method instead of direct use of hard multipliers to take advantage of the fixed bit pattern of the constant multiplication operand value. In the shift-add method, it multiplies of a variable $\{\mathrm{x}\}$ with the constant value $\{\mathrm{c}\}$ is represented as a sum of shifted version of $\{x\}$, where the number of addition operation depends on the number of logics ' 1 ' in the 2 's complement representation of the constant value. The shifting operation is implemented through hard wiring. Therefore, the combinational logic complexity of constant multiplier based on shift-add method depends on the adder complexity. Different types of number systems have been considered to represent the constant values using less number of logics ' 1 's. CSD is popularly used for representation of constant values [15]. CSD representation uses $33 \%$ less logic ' 1 's than those required by 2 's complement representation of any signed decimal value. The convolutionbased DWT computation involves "inner-product computation." An N-point "inner-product computation" involves N constant multiplications. These constant multiplications are performed in a single stage in parallel and the addition operations are performed in a separate stage. In other words, a set of N constant multiplication operations are performed together in the first stage of computation of N -point inner-product computation. The adder complexity of a set of constant multipliers can be reduced by using "multiple constant multiplication (MCM)" approach. Therefore, CSD representation of constant values and using MCM approach the combinational logic complexity of inner-product design can be reduced substantially than using hard multipliers without compromising on the throughput rate.

A shift-adder-based multiplier has actualized [2]. This work engaged with less rationale assets yet with possibly higher deferral. A SOPOT-based multiplier has designed in Ref. [4]. This work engaged with huge rationale assets and more force utilization. The SOPOT engineering, which includes a flexible shifter and variable shifter, was performed in Ref. [4]. We find that with the flexible shifter, some excess tasks are involved. The primary commitment in this chapter is to supplant one shifter and one multiplexer with an adaptable shifter.

The updated "CSD multiplier" is designed in this exploration work and the equivalent is used to build up a proficient DWT based on lifting. The ASIC findings highlight the competence of the updated multiplier.

### 2.2 LIFTING SCHEME DISCRETE WAVELET TRANSFORM (DWT)

The development of Bi-symmetrical wavelets for lifting plan was created by Wim Sweldens [5]. The developments are acquired in the spatial space, which is the primary component of this lifting plan. It additionally need not bother with complex numerical counts, which are fundamental in customary techniques. The lifting plan is easiest and able calculation to register wavelet changes. It does not depend on the Fourier transform (Figure 2.1).


FIGURE 2.1 Block diagram of the lifting-based structure.

1. Split Step: The sign is part of the even and odd emphasis of this progression in order to find the most extreme relationship between the nearby pixels to be used during the next planned stage. Each pair of $x(n)$ info tests is divided into odd $x(2 n+1)$ and even $x(2 n)$ coefficients.
2. Predict Step: The product of the even examples and the predictive factor are given in order to construct the total coefficients (dj) and the output is added to the odd examples in this progression. This result is a high pass screening, as the critical coefficients are considered.
3. Update Phase: Here, in this progression, the result of the comprehensive coefficients identified in the last prediction step and the update factors are carried out. Also, examples to obtain the gross coefficients (sj) are added to the results. These contribute to a low
separation of passes. In Figure 2.2, the square diagram of the DWT elevation plane is shown.


FIGURE 2.2 Block illustration of lifting method DWT.

The lifting coefficients $\delta, \beta, \alpha, \gamma$ and K are $\delta \approx 0.88701370409, \gamma \approx$ 1.7658221510, $\alpha \approx-3.172268684, \beta \approx-0.105960237$ and $\mathrm{K} \approx 0.812893066$, respectively.

The complete lifting procedure consists of four steps, in which the input sequence Xi , where $\mathrm{i}=0,1,2, \ldots \mathrm{~N}-1$. Here N is the input data range.

- Splitting Step:

$$
\text { Odd part } \quad \operatorname{di}(0)=x 2 i+1
$$

Even part $\operatorname{si}(0)=x 2 \mathrm{i}$

- First Lifting Step:

Predictor

$$
\begin{align*}
& \operatorname{di}(1)=\operatorname{di}(0)+\alpha \times(\operatorname{si}(0)+\operatorname{si}+1(0))  \tag{2.3}\\
& \operatorname{si}(1)=\operatorname{si}(0)+\beta \times(\operatorname{di}-1(1)+\operatorname{di}(1)) \tag{2.4}
\end{align*}
$$

Updater

- Second Lifting Step:

$$
\begin{array}{ll}
\text { Predictor } & \operatorname{di}(2)=\operatorname{di}(1)+\gamma \times(\mathrm{si}(1)+\operatorname{si}+1(1)) \\
\text { Updater } & \operatorname{si}(2)=\operatorname{si}(1)+\delta \times(\operatorname{di}-1(2)+\operatorname{di}(2))
\end{array}
$$

- Scaling Step:

$$
\begin{align*}
& \mathrm{di}=\mathrm{di}(2) / \mathrm{K}  \tag{2.7}\\
& \mathrm{si}=\mathrm{K} \times \operatorname{si}(2) \tag{2.8}
\end{align*}
$$

### 2.3 SHIFT-ADD MULTIPLIER

The multipliers require a lot of equipment assets in equipment use, and they are difficult for integrated circuit (IC) plans. Here we welcome the step to incorporate activities to boost the duplications, as the wavelet channel coefficients are consistent. That is, first, the coefficients are quantized into a parallel structure and the normal factor is located afterwards.

Alpha $=-3.17226868408289) 10$, (for example, and its paired structure is $-11.0010110000011) 2$. The movements can be proceeded as appeared in Figure 2.3. The comparative technique can be performed for different coefficients. By utilizing the move include activities, the equipment assets are additionally diminished, and the design is more appropriate for equipment usage. The shifting position is represented like this.

```
\alpha=(-11.000101100000) 
\uparrow\uparrow \uparrow \uparrow \uparrow
10 -4-6-7
```

Example:

$$
\begin{aligned}
& \mathrm{Z}=\alpha \times \mathrm{X} ; \\
& \mathrm{Z}=-\mathrm{X} \ll 1-\mathrm{X}-\mathrm{X} \gg 4-\mathrm{X} \gg 6-\mathrm{X} \gg 7
\end{aligned}
$$



FIGURE 2.3 Proposed architecture for $\alpha$ multiplier using shift adders.

### 2.4 MULTIPLIER USING CANONICAL SIGNED DIGIT

Accepted marked digit (CSD) is a kind of number portrayal. CSD portrayals have been demonstrated to be helpful in actualizing multipliers with diminished unpredictability, in light of the fact that the expense of increase is an immediate capacity of the quantity of non-zero pieces in the multiplier. CSD portrayals have been demonstrated to be helpful in actualizing multipliers with diminished unpredictability, on the grounds that the expense of duplication is an immediate capacity of the quantity of non-zero bits in the multiplier.

### 2.4.1 CHARACTERISTICS OF CSD REPRESENTATION

- CSD introduction of a number comprises of numbers 0,1 , and -1 .
- The CSD introduction of a number is novel.
- The number of non-zero digits is negligible.
- There cannot be two back-to-back non-zero digits.

Steps for converting a binary number into CSD number:

- Starting from the LSB , check if there are more than one non-zero components (1 or -1 ).
- Take all non-zero components in addition to the following zero.
- If there is no zero at the left half of the MSB, make one there.
- Add one to the number, i.e., changes the 0 to 1 , and all the 1 's to 0 's and power the furthest right piece to be -1 .
- If there are not any more successive non-zero digits, the transformation is finished.

Example for $\alpha$ coefficient:

- Let us take the coefficient $\alpha$ of the lifting structure which is -3.17226868408289.
- Binary representation for the coefficient $\alpha$ is 011.0010110000011 .
- There are more than one non-zero digits. Take all the non-zero elements plus the next zero.
- Then add one to the number, i.e., change that 0 to 1 and rightmost bit to -1 and remaining 1 to 0 , i.e., 011.001011000010-1.
- Still there are consecutive one's, process repeats, i.e., 011.00110-1000010-1.
- Still there are consecutive one's, process repeats, i.e., 011.010-10-1000010-1.
- Before decimal point there are consecutive ones the same process is applied, i.e., 10-1.010-10-1000010-1.
- The CSD representation for the coefficient $\alpha$ is 10-1.010-10-1000010-1.
- It can be expressed as $-2^{2}+2^{0}-2^{-2}+2^{-4}+2^{-6}-2^{-11}+2^{-13}$.

The same approach is used for all lifting structure coefficients and values in Table 2.1 are laid down.

### 2.5 PROPOSED CSD MULTIPLIER

DWT consists of additional and duplicates. The regular DWT engineering with consistent coefficients has increased, which expends more region and power. In DSP calculation, a few incremental tasks are performed. Consistent multipliers are then substituted by appropriate marks [6]. The multipliers are replaced by moving adders that run without a multiplier immediately. Table 2.1 offers a similar technique for both lift structures and efficiency coefficients. The strength of two negative and positive sections is shown in Table 2.1. The positive example and the negative forms talk differently to the left and the right.

TABLE 2.1 CSD Representation of Lifting Coefficients

| Coefficient | Coefficient Value | CSD Representation |
| :--- | :--- | :--- |
| $\alpha$ | $"-3.17226868408289 "$ | $"-2^{2}+2^{0}-2^{-2}+2^{-4}+2^{-6}-2^{-11}+2^{-13 "}$ |
| $\beta$ | $"-0.10596023714940 "$ | $"-2^{-3}+2^{-6}+2^{-8}-2^{-11} "$ |
| $\gamma$ | $" 1.76582215102264 "$ | $" 2^{1}-2^{-2}+2^{-6}+2^{-12}-2-^{14} "$ |
| $\delta$ | $" 0.88701370409649 "$ | $" 2^{0}-2^{-3}+2^{-6}-2^{-8}+2^{-12}+2^{-14}-2^{-16 "}$ |
| K | $" 0.81289306611600 "$ | $" 2^{0}-2^{-2}+2^{-4}+2^{-11}+2^{-13 "}$ |
| $1 / \mathrm{K}$ | $" 0.61508705245638 "$ | $" 2^{-1}+2^{-3}-2^{-7}-2^{-9}-2^{-13}-2^{-15 "}$ |

The engineering authors proposed in Ref. [4] have adaptable shifters and shifter variables. There is no greater intensity of two contrasts (e.g., more extraordinary than seven movements) when you look at Table 2.1. Open shifters are streamlined in these lines, without disrupting the usefulness and accuracy of the multiplier. The modified multiplier technology is shown in Figure 2.4. The planned development is characterized by the SOPOT expression of the switch and the collector. Length of manage registers 8 . Information about the purpose the data is not mentioned in the technical presentation. On the basis of this control bit array, the CSD location signal is restricted with the Selk (6) feature, which expands and removes.

If the Selk (6) control bit is coincidentally positive, the manifold expansion starts and the negative manifold fails. Exemplary notation for CSD terminology is limited to Selk (5) and is based on a variable switcher. This control bit moves right and left. If coincidentally Selk (5) is a positive switch of the control bit variable, it commands the left movement, and the negative modulator works to move the right. The main control Selk (2) selects various
speed activity bits. Selector control (1:0), selector move action, bit control panel (7), input/register data selection. Calculations for the lift coefficient $\alpha$ are shown in Table 2.2.


FIGURE 2.4 Proposed architecture for multiplier.

TABLE 2.2 Configurations of the Lifting Coefficient $\alpha$

| CSD Term | Control Register | Configuration |
| :--- | :--- | :---: |
| $+2^{0}$ | $\mathrm{Sel}_{0}$ | 10000000 |
| $-2^{2}$ | $\mathrm{Sel}_{1}$ | 01000010 |
| $-2^{-2}$ | $\mathrm{Sel}_{2}$ | 01100010 |
| $+2^{-4}$ | $\mathrm{Sel}_{3}$ | 00100010 |
| $+2^{-6}$ | $\mathrm{Sel}_{4}$ | 00100010 |
| $-2^{-11}$ | $\mathrm{Sel}_{5}$ | 01100101 |
| $+2^{-13}$ | $\mathrm{Sel}_{6}$ | 00100010 |

### 2.6 SYNTHESIS RESULTS

The presented effort is planned in "Verilog HDL" and the amalgamation is finished utilizing "Cadence Genus Synthesis" of "90 nm innovation
library [7]." The ASIC execution aftereffects of presented, move-adders, and existing SOPOT models are appeared in Table 2.3. Table 2.3 shows the delay, zone, power esteems and abundance territory defer item (EADP), overabundance power postpone item (EPDP) results contrasted with different works for unique piece widths separately. The presented plan has $21.75 \%$ and $12.35 \%$ less ADP; $21.54 \%$ and $22.07 \%$ less PDP when contrasted with move snake and SOPOT models, individually for unique bit-widths.

TABLE 2.3 ASIC Implementation Results of Proposed and Existing Designs

| Design | Width <br> $(\mathbf{n})$ | Delay <br> $(\mathbf{p s})$ | Area <br> $($ Cells $)$ | Power <br> $(\mathbf{p W})$ | ADP | PDP | EADP <br> $\mathbf{( \% )}$ | EPDP <br> $\mathbf{( \% )}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Shi et al. [3] | 10 | 1,380 | 1,065 | 236.60 | 1469700 | 326509.4 | 2.34 | 2.42 |
|  | 12 | 1,571 | 1,672 | 363.55 | 2626712 | 571137.1 | 32.11 | 34.62 |
|  | 16 | 1,981 | 2,319 | 425.40 | 4393939 | 842731.3 | 30.80 | 27.59 |
| Wu et al. [4] | 10 | 815 | 1,976 | 471.96 | 1610440 | 384647.4 | 12.14 | 20.66 |
|  | 12 | 949 | 2,327 | 529.40 | 2208323 | 502404.4 | 11.07 | 18.42 |
|  | 16 | 1,222 | 3,272 | 687.17 | 3998384 | 839727.9 | 13.84 | 27.14 |
|  |  |  |  |  |  |  |  |  |
| Proposed | 10 | 815 | 1,762 | 391.13 | 1436030 | 318778.3 | - | - |
| CSD | 12 | 949 | 2,095 | 447.03 | 1988155 | 424238.1 | - | - |
|  | 16 | 1,222 | 2,874 | 540.47 | 3512028 | 660464.1 | - | - |

### 2.7 CONCLUSION

This chapter presents a modified CSD architecture with an emphasis on space and energy optimization. Analyzing SOPOT-supported multiplier logical operations, we achieved that this architecture has many redundant processes. The redundant logical operations present in the SOPOT structural design have been removed in the proposed new multiplier by the CSD demonstration. Accomplishment outcomes demonstrated that the presented architecture had $21.75 \%$ and $12.35 \%$ fewer ADPs. For different bit depths, respectively, matched to the shift adder and SOPOT architectures. The results showed that, relative to the mean shift adder and SOPOT architecture, the architecture was $21.54 \%$ lower than the average PDP and $22.07 \%$ lower for different bit depth. The results make the tailor-made CSD architecture less space, less power consumption and more effective for the deployment of VLSI hardware.
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#### Abstract

This work presents a 16-bit proposed Booth multiplier with a modified 2D DWT architecture. The proposed multiplier gives better performance when compared to existing architecture Canonic Sign Digit (CSD) representation and Booth multiplier in parameters like power, area, and delay. In this proposed method, Booth multiplier, there is no need of generating all the partial products, only the necessary product required by the coefficient is sufficient. By this logic required for generation of partial products gets reduced by which area and power is reduced. In existing 2D DWT architecture with CSD multiplier, it consumes extra clock cycles for the operation, and these extra delay elements are removed which enhances the performance. To show the modified 2D DWT architecture is better than the existing architecture comparison is made with existing 2D DWT architecture with CSD multiplier. It is practicable that for performing the execution, the planned structural design takes fewer digit of clock cycles in comparisons of reported architecture as a result, it found better speed. For the need of comparison with effective results the proposed method, CSD, and Booth multiplier, the synthesis outcomes have been performed using Verilog HDL


in Cadence Genus 90 nm tools. There observed an improvement of $29.01 \%$ of CSD and $28.22 \%$ of existing Booth multiplier with improvement for Excess Area Delay Product (EADP) in excess area than the proposed method and $26.12 \%$ and $34.97 \%$ for CSD and Booth multiplier in excess than proposed multiplier.

### 3.1 INTRODUCTION

In mathematical operations for computer application, the multiplication operator plays an important role in this function. It is one of the most common arithmetic operations which play a dominant role in various applications like "fast Fourier transform (FFT)," "discrete wavelet transforms (DWT)," "finite impulse response (FIR)" filters, etc., care implemented for fast moving and low power applications. In DSP system they usually contribute to the time delay and it is a great deal of silicon area in DSP system. As execution time is dominant in most of DSP algorithms, selecting a high-speed multiplier is appropriate.

Multiplier is the arithmetic unit performing multiplication between given numbers and one of the factors deciding the consumption of critical path delay (CPD) and chip area. So, the need of designing a multiplier with less area, low power and fast processing makes a demand for effective implementation of design. Several multiplier designs are developed and among them Booth multiplier is known best for its sign implementation and design of hardware. For minimizing "partial product" arrays in "Booth multipliers" [11], different encoding schemes for Booth algorithm are presented in modified methods. Amongst these, implementation of "radix-8 Booth multiplier" is used for efficient design of hardware and fast multiplication.

Therefore, a whole range of multipliers with very extraordinary zone speed requirements is planned with parallel. Multipliers wrap up at full range and serial multipliers at the other end. Digital "serial multipliers" anywhere single digits consisting of multiple bits the region is operated at the center of region unit. These multipliers have a direct impact on execution in each speed and space. Duplication is accomplished by including a posting of moved multiplicands in advance with the digits of the number. Augmentation is an essential rudimentary perform in math activities. Indeed, augmentationbased activities like "multiply and accumulate (MAC)" and spot item region unit among some of the of times utilized calculations concentrated number
juggling capacities directly implemented in a few "digital signal processors (DSP)" applications like "convolution," FFT, etc.

For high-speed processing applications, the demand of developing an efficient solution is of great need and the Booth multiplier is efficient in terms of complexity in area and hardware design. A 12-bit radix-8 Booth multiplier [17] is implemented to reduce overhead complexity by removing extra row in the conventional Booth multiplier. For fast processing speed canonic sign digit [12] builds utilize of add and shift function designed for the execution of the multiplier operation.

DWT is an intelligent, time, and frequency analysis tool with multiple resolutions. The DWT provides higher cryptographic potency, magnitude relationship of compression and image restore value than the usual separate normal feature. As a result, compression formats such as "MPEG-4" and "JPEG 2000" supports the DWT. In signal cryptography [18], the separate moving ridge remodel (DWT) has gained broad unfold acceptance of information compression, information perception, information activity, "geophysics," "meteorology," "audio signal" system, motion pursuit, "machine learning (ML)." In area units, they are particularly appropriate for applications wherever measurability and tolerable degradations are necessary. In contrast to the separate circular function remodel, DWT has higher compression ratios, no obstructive devices and intelligent localization, inherent scaling, and increased versatility in frequency and time domains. Several well-known convolution-based DWT architectures are terribly projected for massive "very large-scale integration (VLSI)" architectures. Later Daubechies and Sweden's consequent the exciting based DWT to cut back advanced computation. The based on lifting DWT has many benefits over convolution-based DWT along with quicker execution, whole number coefficients, absolutely in calculating DWT, a smaller amount hardware quality and isobilateral reverse and forward remodeling. As the lifting scheme offers savings of scaling operations in some multipliers integrated as a square measure executed in a single step, which has advanced CPD than the flip configuration. Therefore, exciting theme gives far good area delay economical configuration than flip formation. The flipping structure projected is a vital DWT design to cut back the essential pathway by removing the multiplier on the trail commencing the participation button to the computing button while not hardware visual projection. The prehistoric information conduit of exciting is changed by inclusion the expect Associate in Nursing update stage to obtain an economical channel design having the essential conduit of one number. The scaling constants of lifting theme square
measure excellent inverse of every different whereas the scaling constants of flipping theme are not excellent inverse of every different. In spite of this feature, lifting theme is not therefore standard just similar to the flipping theme to get economical hardware structure for the " $2 \mathrm{D}-\mathrm{DWT}$ " owing to its longer critical path.

Using high performance reminiscence well-organized structural design for stimulating based architecture 2 D-DWT using parallel scanning method [2]. In first step 4 N chronological memory is utilized to save input information and 9/7 filter coefficients. Without utilizing data transposition registers and using data access method in calculating lifting 2D DWT structural design needs $4 \mathrm{~N}+8 \mathrm{P}$ bits for on-chip memory [14]. Another lifting data flow [15] by means of parallel computations with pipeline process not including influencing the vital path to reduce data path with symmetrical architecture. A lifting-based DWT [16] for changing serial parallel information and after that send to the column filter for producing 4 sub clusters, after that feed to transposing layer to assure the information flow order required by row filter.

### 3.2 EXISTING BOOTH MULTIPLIER

Generally unsigned multiplication involves shift and add operations in decimal multiplication. In 1951 Andrew Donald Booth proposed an algorithm which gives access to both +ve and -ve products. To calculate multiplication, result the partial products involve additions and subtractions. The subtraction operation is performed likewise addition operation but it involves 2's complement with sign representation. To increase the speed, booth used desk calculators to shift and add at a faster rate and created the algorithm.

One of the successful algorithms for the signed multiplication of numbers is the booth algorithm, which, in view of the binary $p$-bit numbers, may be represented by asp $/ 2$-digit radix- 4 numbers, $\mathrm{p} / 3$-digit radix- 8 numbers, and so on. The algorithm of modified Radix -8 reduces to $\mathrm{p} / 3$ partial products. A multiplier for Radix- 8 booth coding uses 4 -bit encoding to generate a third of the partial product number. Radix-8 The same algorithm as Radix-4 is applied to the booth recoding method but we take now quartets of bits rather than three. Each quartet has a signed numerical code. Radix-8 decreases the "partial products" to $\mathrm{p} / 3$ and n is the multiplier bits. Thus, the partial product summation makes a benefit in time.

### 3.2.1 PARTIAL PRODUCTS STRUCTURE

In 2's supplement arithmetic, the partial result of booth coded multiplication is represented. The PPS unit produces partial product values of size $(n+2)$ bits corresponding to a particular Booth encoded digit $\left\{d_{\mathrm{i}}\right\}$. These $(n+2)$ partial product bits form a row in the partial product row. For a $(n \times n)$ multiplication, the PPS unit produces ' $w$ ' fractional product value consequent to ' $w$ ' booth encoded digit and these $w$ partial product values forms w rows in the partial product array (PPA). Every fractional product string is missing shift by 3-bits position with esteem to its preceding row. Due to 2 's complement representation, symbol expansion of incomplete result rows is essential up to " $(2 n-1)$ " bit arrangement of " $2 n$ " bit product. To find the right multiplication result. Addition of sign bit up to " $(2 n-1)$ " bit point increases the adder unit complication considerably. By inserting the suitable guard bit in every fractional product line to the conservatory of sign bit up to ( $2 n-1$ ) bit location can be avoided. Figure 3.1 shows the conventional fractional product selection of radix- 8 Booth multiplication for $n=16$ where guard bits are used for sign extension. Figure 3.2 shows the existing Booth multipliers PPA using dot representation where the extra row (n5) in the conventional Booth multiplier is compensated by absorbing the control bit $\left(\mathrm{n}_{\mathrm{i}}\right)$ and the modified bits are represented as modified bits $\left(\mathrm{m}_{\mathrm{i}, 1}, \mathrm{~m}_{\mathrm{i}, 0}\right)$, carry bit $\left(\mathrm{r}_{\mathrm{i}}\right)$. By this, the extra row in the conventional method is reduced to partial product row thereby reducing area.


FIGURE 3.1 Structure of fractional product array for conventional booth multiplier.


FIGURE 3.2 Existing radix-8 16-bit booth multiplier partial product structure.

### 3.2.2 BOOTH ENCODER (BE) AND SELECTOR UNITS

The basic building block of radix-8 Booth multiplier is revealed in Figure 3.3 for 12 -bit structure. The biased creation unit generate the unfair product set $\{4 \mathrm{~A}, 3 \mathrm{~A}, 2 \mathrm{~A}, \mathrm{~A}\}$ structure contribution operand ' A ' with two shifters and one adder. The "booth encoder unit (BEU)" includes of ' W ' "Booth encoder (BEs)." Where every produced the four direct signal BE.


FIGURE 3.3 Block diagram of 12-bit booth multiplier for radix-8. Source: Reprinted with permission from Ref. [17]. © 2017 Springer Nature.

Suppose 2 m -bit numbers P and Q . where Q is multiplier and P is multiplicand. The multiplier and multiplicand are representing in two's accompaniment form as follows:

$$
\begin{align*}
& P=-p_{m-1} 2^{m-1}+\sum_{i=0}^{m-2} a_{i} 2^{i}  \tag{3.1}\\
& Q=-q_{m-1} 2^{m-1}+\sum_{i=0}^{m-2} b_{i} 2^{i} \tag{3.2}
\end{align*}
$$

where; $\mathrm{p}_{\mathrm{m}-1}, \mathrm{q}_{\mathrm{m}-1}$ of P and Q are sign bits, i.e., most significant bit.
The multiplier algorithm distils the ' m ' bit multiplier into $\mathrm{v}=[\mathrm{m} / 3]$ group of three bit each by considering Radix- 8 recoding. Every collection consists of one overlapping bit and three bits for 4 -bit digit. When considering $i_{t h}$ digit $f_{i}=\left\{b_{3 i+2}, b_{3 i+1}, b_{3 i}\right\}, b_{3 i-1}$ is the overlap bit belong to (i-1) $)^{\text {th }}$ digit $f_{i-1}$ and $f_{i-1}$ $=0$, the decimal equivalent of $f_{i}$ is getting by the relation:

$$
\begin{equation*}
f_{i}=-4 b_{3 i+2}+2 b_{3 i+1}+3 b_{3 i}+b_{3 i-1} \tag{3.3}
\end{equation*}
$$

Putting Eqn. (3.3) in Eqn. (3.2), we have:

$$
\begin{equation*}
B=\sum_{i=0}^{v-1} f_{i} 2^{3 i} \tag{3.4}
\end{equation*}
$$

Substituting Eqns. (3.3) and (3.4) in product of A and B we get that:

$$
\begin{equation*}
\mathrm{Z}=\mathrm{A} \sum_{\mathrm{i}=0}^{\mathrm{v}-1}\left(-4 \mathrm{~b}_{3 \mathrm{i}+2}+2 \mathrm{~b}_{3 \mathrm{i}+1}+\mathrm{b}_{3 \mathrm{i}}+\mathrm{b}_{3 \mathrm{i}-1}\right) 2^{3 \mathrm{i}} \tag{3.5}
\end{equation*}
$$

For radix-8 Booth encoding, $\mathrm{k}=3$ is assumed for grouping of multiplier bits. Every group of one overlapping bit and three bits form one digit of size 4 bits, where the $i^{\text {th }}$ digit " $d_{i}=\left\{b_{3 i+2} b_{3 i+1} b_{3 i} b_{3 i-1}\right\}$, " $b_{3 i-1}$ is the over-lapping bit belong to $(\mathrm{i}-1)^{\mathrm{th}}$ digit $\mathrm{d}_{\mathrm{i}-1}$ and it is zero for $\mathrm{i}=0$ (Figure 3.4).



FIGURE 3.4 Inside construction of booth selector (BS) and booth encoder (BE).

The required 16 "partial product" value of "radix-8 Booth encoded multiplication" are obtained from positive partial product values " $\{0, \mathrm{P}, \mathrm{P}$, $2 \mathrm{P}, 2 \mathrm{P}, 3 \mathrm{P}, 3 \mathrm{P}, 4 \mathrm{P}\}$ " and the negative partial product values $\{-\mathrm{P},-\mathrm{P},-2 \mathrm{P}$, $-2 \mathrm{P},-3 \mathrm{P},-3 \mathrm{P},-4 \mathrm{P}\}$ are obtained from the positive partial product set using a sign control signal $\left(\mathrm{b}_{3 i+2}\right)$. By using the following logic expressions all the required bits in PPA are generated:

$$
\begin{gather*}
\mathrm{n}_{\mathrm{i} 0}=\mathrm{ppv}_{\mathrm{i} 0} \oplus \mathrm{mi}  \tag{3.6}\\
\mathrm{r}_{\mathrm{i}}=\operatorname{ppv}_{\mathrm{i}, 1} \mathrm{ppv}_{\mathrm{i}, 0} \mathrm{~m}_{\mathrm{i}}, 0 \leq \mathrm{i} \leq \frac{\mathrm{m}}{3}-2 \tag{3.7}
\end{gather*}
$$

$$
\begin{align*}
& \mathrm{n}_{\mathrm{i} 1}=\operatorname{ppv}_{\mathrm{i}, 1}\left(\sim \operatorname{ppv}_{\mathrm{i}, 0}\right)+\operatorname{ppv}_{\mathrm{i}, 0}\left(\sim \mathrm{~m}_{\mathrm{i}}\right)+\left(\sim \operatorname{ppv}_{\mathrm{i}, 1}\right) \operatorname{ppv}_{\mathrm{i}, 0} \mathrm{~m}_{\mathrm{i}}  \tag{3.8}\\
& \mathrm{n}_{32}=\operatorname{ppv}_{\mathrm{i}, 3} \sim \operatorname{ppv}_{\mathrm{i}, 2}+\operatorname{ppv}_{\mathrm{i}, 2} \sim \operatorname{ppv}_{\mathrm{i}, 0}+\operatorname{ppv}_{\mathrm{i}, 2} \sim \mathrm{~m}_{3}+\left(\sim \operatorname{ppv}_{\mathrm{i}, 2}\right) \operatorname{ppv}_{\mathrm{i}, 1} \operatorname{ppv}_{\mathrm{i}, 0} \mathrm{~m}_{3}  \tag{3.9}\\
& \mathrm{n}_{33}=\mathrm{ppv}_{\mathrm{i}, 3} \sim \operatorname{ppv}_{\mathrm{i}, 2}+\operatorname{ppv}_{\mathrm{i}, 2} \sim \operatorname{ppv}_{\mathrm{i}, 0}+\operatorname{ppv}_{\mathrm{i}, 3} \mathrm{~m} \sim_{3}+\left(\sim \operatorname{ppv}_{\mathrm{i}, 3}\right) \operatorname{ppv}_{\mathrm{i}, 2} \mathrm{ppv}_{\mathrm{i}, 1} \mathrm{~m}_{3}  \tag{3.10}\\
& \mathrm{r}_{3}=\mathrm{ppv}_{3,1} \mathrm{ppv}_{3,2} \mathrm{ppv}_{3,0} \mathrm{~m}_{3}  \tag{3.11}\\
& \mathrm{q}_{0}=\mathrm{ppv}_{0,13} \oplus \mathrm{r}_{3}  \tag{3.12}\\
& \mathrm{q}_{3}=\sim \operatorname{ppv}_{0,13}\left(\sim \mathrm{r}_{3}\right)  \tag{3.13}\\
& " p_{i}=\sim\left(\left(b_{3 i-1} \odot b_{3 i}\right) \sim\left(b_{3 i+1} \odot b_{3 i+2}\right)\right) "  \tag{3.14}\\
& " \mathrm{~g}_{\mathrm{i}}=\sim\left(\sim\left(\mathrm{b}_{3 \mathrm{i}-1} \odot \mathrm{~b}_{3 \mathrm{i}}\right)\right)\left(\mathrm{b}_{3 \mathrm{i}} \odot \mathrm{~b}_{3 i+1}\right) "  \tag{3.15}\\
& " s_{i}=\sim\left(\left(b_{3 i-1} \odot b_{3 i}\right)\left(b_{3 i+1} \odot b_{3 i+2}\right)\right) "  \tag{3.16}\\
& " t_{i}=\sim\left(\sim\left(b_{3 i-1} \odot b_{3 i}\right) \sim\left(b_{3 i+1} \odot b_{3 i+2}\right)\left(b_{3 i+1} \odot b_{3 i+2}\right)\right) " \tag{3.17}
\end{align*}
$$

The Eqns. (3.6)-(3.17) are the expressions required for encoded bits in Figure 3.2 which complete the partial product structure.

### 3.3 PROPOSED BOOTH MULTIPLIER

In the existing Booth multiplier area gets increased due to making of fractional products. Every one of the fractional products is generated without the necessity of partial products. So, the need of designing an efficient Radix-8 Booth multiplier is required.

### 3.3.1 METHOD OF IMPLEMENTATION

Let M and N be two signed numbers of p -bit size, where M is the multiplicand and N is the multiplier which are represented in 2's complement form with using Booth algorithm as multiplication method is shown below:

$$
\begin{equation*}
M=-m_{p-1} 2^{p-1}+\sum_{j=0}^{p-2} m_{j} 2^{j} \tag{3.18}
\end{equation*}
$$

$$
\begin{equation*}
N=-n_{p-1} 2^{p-1}+\sum_{j=0}^{p-2} n_{j} 2^{j} \tag{3.19}
\end{equation*}
$$

where; $m_{p-1}, n_{p-1}$ of M and N represent extension of sign bits.
Using radix-8 encoding scheme Booth multiplier distils the p-bit multiplier into $k=[p / 3]$ clusters of 3-bits. Grouping of bits is done from right hand side with appending of ' 0 ' at the LSB position and grouping of three bits with a fourth bit as overlapping bit is taken. The $j^{\text {th }}$ digit $\mathrm{a}_{\mathrm{j}}$ can be defined as:

$$
\begin{equation*}
\mathrm{a}_{\mathrm{j}}=\left\{\mathrm{n}_{3 \mathrm{j}+2} \mathrm{n}_{3 \mathrm{j}+1} \mathrm{n}_{3 \mathrm{j}} \mathrm{n}_{3 \mathrm{j}-1}\right\} \tag{3.20}
\end{equation*}
$$

Where the overlapping bit is represented in $(j-1)^{\text {th }}$ position as $n_{3 j-1}$. The evaluation of $a_{j}$ is gained with help of this equation:

$$
\begin{equation*}
a_{j}=-4 n_{3 j+2}+2 n_{3 j+1}+n_{3 j}+n_{3 j-1} \tag{3.21}
\end{equation*}
$$

Substituting (3.21) in (3.19) we get:

$$
\begin{equation*}
\mathrm{N}=\sum_{j=0}^{k-1} a_{j} 2^{3 j} \tag{3.22}
\end{equation*}
$$

The multiplication of M and N is obtained by substituting (3.21) and (3.22) in the product output as:

$$
\begin{equation*}
\mathrm{N}=\sum_{j=0}^{k-1}\left(-4 n_{3 j+2}+2 n_{3 j+1}+n_{3 j}+n_{3 j-1}\right) 2^{3 j} \tag{3.23}
\end{equation*}
$$

Starting number sequence $\{-4,-3,-2,-1,0,1,2,3,4\}$ and $a_{j}$ selects the decimal significance, and when $M$ is multiplied by $a_{j}$. It produces a product expression (M. $\mathrm{a}_{\mathrm{j}}$ ) which outcomes in getting essential partial results of radix8 Booth multiplier are $\{-4 \mathrm{M},-3 \mathrm{M},-2 \mathrm{M},-\mathrm{M}, 0, \mathrm{M}, 2 \mathrm{M}, 3 \mathrm{M}, 4 \mathrm{M}\}$. Each of the partial product operation is obtained through shifting and adding the encoded term. The positive partial product $\{\mathrm{M}\}$ is obtained by placing the same partial product of p-bit size and the $\{2 \mathrm{M}, 4 \mathrm{M}\}$ partial product terms are obtained by shifting M to left by one bit and two bits. The product term $\{3 \mathrm{M}\}$ is obtained by adding M and 2 M partial products. For obtaining the negative partial products $\{-4 \mathrm{M},-3 \mathrm{M},-2 \mathrm{M},-\mathrm{M}\}$ 2's harmonize of respective positive terms can be done in two steps. First the 1's complement of $\{\mathrm{M}, 2 \mathrm{M}, 3 \mathrm{M}, 4 \mathrm{M}\}$ has found and in subsequently stage to get the negative product expressions the sign bit $\left(\mathrm{s}_{\mathrm{j}}\right)$ is added to the respective product term. Generated partial product terms $\{\mathrm{M}, 2 \mathrm{M}, 3 \mathrm{M}, 4 \mathrm{M}\}$ are produced from partial
product generator which has to be selected through booth selector (BS) either in normal or complemented form. BS uses $\left\{\mathrm{e}_{\mathrm{j}}, \mathrm{f}_{\mathrm{j}}, \mathrm{g}_{\mathrm{j}}, \mathrm{h}_{\mathrm{j}}\right\}$ as control signals to select one value from the set $\{\mathrm{M}, 2 \mathrm{M}, 3 \mathrm{M}, 4 \mathrm{M}\}$ and the sign bit $\left(\mathrm{s}_{\mathrm{j}}\right)$ is to generate 1's complement of partial product. The control signal of respective bit becomes enable:
$\mathrm{e}_{\mathrm{j}}=1$ (enabled) when "partial product" term $\mathrm{P}=\{\mathrm{M},-\mathrm{M}\}$;
$\mathrm{f}_{\mathrm{j}}=1$ (enabled) when "partial product" term $\mathrm{P}=\{2 \mathrm{M},-2 \mathrm{M}\}$;
$\mathrm{g}_{\mathrm{j}}=1$ (enabled) when "partial product" term $\mathrm{P}=\{3 \mathrm{M},-3 \mathrm{M}\}$;
$\mathrm{h}_{\mathrm{j}}=1$ (enabled) when "partial product" term $\mathrm{P}=\{4 \mathrm{M},-4 \mathrm{M}\}$;
$\mathrm{s}_{\mathrm{j}}=1$ (enabled) when "partial product" term $\mathrm{P}=\{-4 \mathrm{M},-3 \mathrm{M},-2 \mathrm{M},-\mathrm{M}\} ;$
"Radix-8 Booth encoding" scheme to generate "partial product" bits $p p_{j i}$ for $0 \leq \mathrm{j} \leq \mathrm{k}-1,0 \leq \mathrm{i} \leq \mathrm{p}-1$ is shown in Table 3.1.

TABLE 3.1 Radix-8 Booth Encoder Partial Product Values

| $\boldsymbol{n}_{3 j+2} \boldsymbol{n}_{3 j+1} \boldsymbol{n}_{3} \boldsymbol{n}_{3 j-1}$ | Value | $\boldsymbol{e}_{\boldsymbol{j}}$ | $\boldsymbol{f}_{\boldsymbol{i}}$ | $\boldsymbol{g}_{\boldsymbol{j}}$ | $\boldsymbol{h}_{\boldsymbol{j}}$ | $\boldsymbol{s}_{\boldsymbol{j}}$ | $\boldsymbol{p} \boldsymbol{p}_{\boldsymbol{i}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0000 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0001 | +M | 1 | 0 | 0 | 0 | 0 | $m_{j}$ |
| 0010 | +M | 1 | 0 | 0 | 0 | 0 | $m_{j}$ |
| 0011 | +2 M | 0 | 1 | 0 | 0 | 0 | $m_{j-1}$ |
| 0100 | +2 M | 0 | 1 | 0 | 0 | 0 | $m_{j-1}$ |
| 0101 | +3 M | 0 | 0 | 1 | 0 | 0 | $m_{j}+m_{j-1}$ |
| 0110 | +3 M | 0 | 0 | 1 | 0 | 0 | $m_{j}+m_{j-1}$ |
| 0111 | +4 M | 0 | 0 | 0 | 1 | 0 | $m_{j-2}$ |
| 1000 | -4 M | 0 | 0 | 0 | 1 | 1 | $\overline{m_{j-2}}$ |
| 1001 | -3 M | 0 | 0 | 1 | 0 | 1 | $\overline{m_{j}+m_{j-1}}$ |
| 1010 | -3 M | 0 | 0 | 1 | 0 | 1 | $\overline{m_{j}+m_{j-1}}$ |
| 1011 | -2 M | 0 | 1 | 0 | 0 | 1 | $\overline{m_{j-1}}$ |
| 1100 | -2 M | 0 | 1 | 0 | 0 | 1 | $\overline{m_{j-1}}$ |
| 1101 | -M | 1 | 0 | 0 | 0 | 1 | $\overline{m_{j}}$ |
| 1110 | -M | 1 | 0 | 0 | 0 | 1 | $\overline{m_{j}}$ |
| 1111 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Note: $m_{j}$ represent the same partial product to be retained where $e_{j}$ gets activated; $m_{j-1}$ represents the one bit be shifted to left where $f_{j}$ gets activated; $m_{j}+m_{j-1}$ representing the $\{\mathrm{M}\}$ and $\{2 \mathrm{M}\}$ to be added where $g_{j}$ gets activated; $m_{j-2}$ denotes shifting of two bits to left where $h_{j}$ gets activated; " $\left\{m_{j}, m_{j-1}, m_{j}+m_{j-1}, m_{j-2}\right\}$ " denotes the complemented forms of respective terms where w.r.t. control bits $\left\{e_{j}, f_{j}, g_{j}, h_{j}\right\}$, sign bit $s_{j}$ gets activated.

Let us consider an example (for example, $\mathrm{M}=1 / \alpha=-0.630464$ ) which explains how it is encoded and selection of particular product term is done is explained. First consider the coefficient with bit size and note the partial products with sign consideration. In this example, a 16-bit size coefficient is considered, as the coefficient is negative term, it has to be converted into 2 's complement ( 1 's complement +1 ) form. If the coefficient is positive then directly it can be noted (Table 3.2).

TABLE 3.2 Partial Product for $\mathrm{M}=1 / \alpha$ Coefficient of 16 -Bit Width

| Coefficient | $\mathbf{1 5}$ | $\mathbf{1 4}$ | $\mathbf{1 3}$ | $\mathbf{1 2}$ | $\mathbf{1 1}$ | $\mathbf{1 0}$ | $\mathbf{9}$ | $\mathbf{8}$ | $\mathbf{7}$ | $\mathbf{6}$ | $\mathbf{5}$ | $\mathbf{4}$ | $\mathbf{3}$ | $\mathbf{2}$ | $\mathbf{1}$ | $\mathbf{0}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{A}=0.630464$ | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 |
| $\sim \mathrm{~A}$ | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 1 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |
| $\mathrm{~A}=-0.630464$ | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 0 |

The input (for example, $\mathrm{N}=99$ ) which is a variable term has to be encoded with appending ' 0 ' at the LSB position (shown in black color) and encoding each part with 4 bits. For each encoded term it has to be selected from the selector unit to recognize the respective product term which is shown in Table 3.3.

TABLE 3.3 Booth Encoding Scheme of Radix-8 16-Bit for N = 99


### 3.3.2 PARTIAL PRODUCT ARRAY (PPA) STRUCTURE

The structure of 16-bit Radix-8 PPA and Booth multiplier depends. When constant value is multiplied by the multiplier, it can be referred to as 'fixed width coefficient.' Suppose the constant multiplier has $p X p$ bit size then the resultant output has $2 p$ output bit size. The number of partial product rows obtained are based on $k=[p / 3]$ of $p$ bit size. For 16-bit partial product size the $k$ comes to a value of $16 / 3=6$ rows, so on a whole in 16-bit, it consists of six rows. Each partial product row w. r. t previous row it is shifted to left
by three positions. To enhance correct multiplication output the extension of sign bits are required till ( $2 p-1$ ) bit positions but which increases the complexity of the adder. To avoid extension of sign bits up to ( $2 p-1$ ) bit positions, guard bits are introduced which is shown in Figure 3.5. As discussed above, for each row control bit ( $\mathrm{s}_{\mathrm{j}}$ ) is added to convert " 1 's complement" number to " 2 's complement." To the next row at the starting position, $\mathrm{s}_{\mathrm{j}}$ is added to determine whether that partial product row is positive or negative is shown in Figure 3.5. By adding $\mathrm{s}_{\mathrm{i}}$ to the PPA the product rows get increased by one extra row, thereby which impacts extra adder stage complexity. So, to compensate the control bit carry bit ( $\mathrm{r}_{\text {) }}$ ) is added as in Figure 3.6. Mohanty et al. [17] has given a structure by modifying the regular PPA to eliminate the extra row. When we are adding each column of the row, there needs an extra adder, and this can be minimized by compensating with carry bits $\left(q_{j}\right)$ (Figure 3.5).


FIGURE 3.5 Conventional "16-bit radix-8 booth multiplier partial product" terms where represents the sign bit; $\quad$ are the partial products; $\mathrm{q} 0, \mathrm{q}, \mathrm{q} 2, \mathrm{q} 3$ are the guard bits represented in dot representation.

In each row by absorbing the sign bit $\mathrm{s}_{\mathrm{j}}$, the two LSB positions $\left(\mathrm{pp}_{\mathrm{j}, 1}\right.$, $\left.\mathrm{pp}_{\mathrm{j}, 0}\right)$ are replaced with modified bits $\left(\mathrm{q}_{\mathrm{j}, 1}, \mathrm{q}_{\mathrm{j}, 0}\right)$ of $(\mathrm{j}+1)^{\text {th }}$ row in generating the carry bit $\mathrm{r}_{\mathrm{j}}$. In generating the carry bit $\left(\mathrm{r}_{\mathrm{k}-1}\right)$ the control bit $\left(\mathrm{s}_{\mathrm{j}}\right)$ is placed at the right of $(j+2)^{\text {th }}$ LSB row of PPA. To produce the last carry bit $\left(\mathrm{r}_{\mathrm{k}-1}\right)$ with sign addition bits of primary row they are customized into ( $\mathrm{t} 3, \mathrm{t} 2, \mathrm{t} 1$, t0) LSB's of $\mathrm{k}^{\text {th }}$ row PPA $\left(\mathrm{pp}_{\mathrm{k}-1,1}, \mathrm{pp}_{\mathrm{k}-1,0}\right)$ with modified bits $\left(\mathrm{q}_{\mathrm{k}-1,1}, \mathrm{q}_{\mathrm{k}-1,0}\right)$. The expressions for modified bits $\left(q_{j, 1}, q_{j, 0}\right)$, carry bit $\left(r_{k-1}\right)$ produced are shown below:

$$
\begin{gather*}
q_{j 0}=p p_{j 0}{ }^{\wedge} S_{j}  \tag{3.24}\\
q_{j 1}=p p_{j 1}{ }^{\wedge}\left(p p_{\mathrm{j} 0} \& S_{\mathrm{ji}}\right)  \tag{3.25}\\
r_{j}=p p_{j, 1} p p_{\mathrm{j}, 0} S_{\mathrm{j}} 0<j<\frac{p}{3}-2  \tag{3.26}\\
t_{0}=p p_{0,15} \wedge_{r_{5}} ;  \tag{3.27}\\
t_{3}=\overline{p_{0,15} \overline{r_{5}}}  \tag{3.28}\\
t 1, t 2=\overline{q^{3}} \tag{3.29}
\end{gather*}
$$

In the proposed method, generation of all partial products are not required so that for selection and generation, a smaller number of elements is used. So that the time required for each element also gets decreased due to which improvement in the design is improved. By determining the scaling terms the generation of product terms can be known and no need of producing other terms. The partial product structure for $1 / \alpha$ coefficient is shown in Figure 3.7.


FIGURE 3.6 Partial product array structure of existing booth multiplier in which it represents the modified bits; $\square$ represent the carry bits using dot representation.

### 3.3.3 STEPS INVOLVED

Basically, in this era of technology, every application requires needs parameters which occupies a small area with low power consumption and increase in speed. So, the need of designing multiplier in this chapter focus on low area and power and this is achieved by reducing partial products. To reduce
the area only required partial products are generated which can be known by scaling the coefficient, which also improves the performance. To eliminate infinite increase in bit width in various algorithms of VLSI implementations fixed width multipliers are used. The output of fixed width multiplier is same as of input operand. A full-width multiplier design involves truncation of 2 p bit size output to p bit size output by either post truncation or truncated multiplier. In this proposed multiplier for a $p$-bit size input, the length of the obtained output is 2 p which is post-truncated to p bit size of full width multiplier. On doing truncation for a multiplier the required number of logic resources also becomes less than the fixed-width multiplier and by taking care on the carry bit there would be compensated in minimum truncation error.


FIGURE 3.7 Proposed partial product array structure in which $\bullet$ represents the modified bits; $\square$ represents the carry bits using dot representation.

In the proposed multiplier all the partial products are not required to generate, only necessary partial products are sufficient to complete a multiplier. The generation of partial products may vary depending on the multiplier coefficient and for making multiplier design in low area and power, doing the truncation in left hand side of PPA structure. Because when considering the PPA in Figure 3.5 on right hand side generation of partial products are
there and on left hand side extended bits are considered in which no need of extra logics, so when truncating if we are post-truncated the bits to left side a minimization in area and power is achieved. The scaling done to each co-efficient is not uniform scaling as we try to reduce the terms in generation and by this, an error rate of $+/-$ is introduced which is acceptable in image processing applications.

Consider a constant value (M) represented in 16-bit number which is to be multiplied with variable value ( N ) represented in 16 -bit number. When M and N are multiplied, the resultant output is of 32-bit length. This 32-bit output value is post truncated to 16 -bit length with truncation of both higher and lower order bits as in Figure 3.6. The truncation depends on scaling coefficient which varies from coefficient to coefficient. Let M be $(1 / \alpha)=$ -0.630464 used in 2D DWT architecture and the steps involved are:
> Step 1: For the coefficient $(\mathrm{M})$ mention the scaling range.
> Step 2: From the booth encoder list the required "partial product" terms that should be generated.
> Step 3: Encoding and selection is done in booth encoder and selector and the respective each column "partial product" terms are added using "carry save adder."
> Step 4: The post-truncation of the output depends on scaling range.
The above steps are followed in an example, shown in the next section in that the output is taken from $12^{\text {th }}$ bit to $27^{\text {th }}$ bit as shown in Figure 3.7.

### 3.3.4 THEORETICAL ANALYSIS SHOWING WITH AN EXAMPLE

Taking an example for the proposed Booth multiplier with $\mathrm{M}=-0.630464$ as multiplicand and $\mathrm{N}=99$ as multiplier. When M is multiplied to N how the theoretical analysis is done is shown in Figure 3.8 with generation of "partial products." As encoding is done to M and selection is taken from N shown in Table 3.3. After obtaining all the partial products, each column is added using a "carry save adder" to obtain the output. The scaling range of M is 12 and in the resultant, the output is taken from $12^{\text {th }}$ bit to $27^{\text {th }}$ bit. Generation of bits between $12^{\text {th }}$ bit and $27^{\text {th }}$ bit is sufficient to obtain the resultant output with an error rate of $+/-1 \%$. In this example when $M=-0.630464$ is multiplied with $\mathrm{N}=99$ the calculated output is -62.415 and the theoretically obtained output is -62 which is accepted within the error rate of $+/-1 \%$. If
the coefficient is a signed number, the output is also represented in signed number, so it converted into 1 's complement number to represent the output.

|  |  |  |  |  |  |  |  |  |  |  | 0 |  | 1 | 1 | 1 | 1 | 1 | 1 |  | 1 | 0 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  | 1 | 1 | 1 |  | 0 | 0 | 0 | 1 | 0 |  |  | 0 | 0 |  |  |  |  |  |  |  |  |
|  |  |  |  |  | 1 | 1 | 0 | 0 | 1 | 1 | 1 |  | 1 | 0 | 1 | 0 | 1 |  |  | 1 | 1 |  |  |  |  |  |  |  |  |
|  |  | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |  |  | 0 | 0 |  |  |  |  |  |  |  |  |
|  |  | 0 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |  |  | 0 | 0 |  |  |  |  |  |  |  |  |
|  |  | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | 1 | 1 | 1 | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 0 | 0 | 0 |  |  | 0 | 0 |  |  |  |  |  |  |  |  |
|  |  | 0 | 0 | 0 | 0 | 0 |  |  | 0 | 0 | 0 |  | 0 | 0 | 1 | 1 | 1 |  |  | 1 | 1 |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 32 | 16 | 8 |  |  | 2 | 1 |  |  |  |  |  |  |  | 62 |

FIGURE 3.8 Example showing the proposed multiplier with $\mathrm{M}=-0.630464$ and $\mathrm{N}=99$ for the coefficient ( $1 / \alpha=-0.630464$ ).
Source: Reprinted from Ref. [12]. Open access. © 2017 John Wiley.

The above example shows the one coefficient used in 2D DWT and for different coefficients the scaling range varies. The truncation used for coefficients in 2D DWT is non-uniform scaling as in this multiplier it tries to reduce the partial product terms by doing scaling at the generation part so that circuits needed to generate them gets reduced. In 2D DWT architecture, the various coefficients used, value, Precision values, etc., are planned in Table 3.4. The exceeding Table 3.4 shows how the scale be supposed to be done for a variety of coefficient. By use of truncation method, the requirement for quantity of adder units. The creation of incomplete term gets to be reduced, and no difficulty of enchanting the productivity from the accuracy bit is simple.

TABLE 3.4 Precision Values of DWT Coefficients

| Coefficient | Decimal Value <br> $($ X2-precision $)$ | Precision | Value | Binary Value |
| :--- | :---: | :---: | :---: | :---: |
| $(1 / \alpha)$ | -2582 | 12-bit | -0.630464 | 1111010111101010 |
| $(1 / \alpha \times \beta)$ | 6093 | 9 -bit | 11.900004 | 0001011111001100 |
| $((1 / \delta \times \gamma)+1)$ | 7278 | 11 -bit | 3.553775 | 0001110001101110 |
| $(1 / \beta \times \gamma)$ | -5473 | 8-bit | -21.37815 | 111010101010000 |
| $((1 / \alpha \times \beta)+1)$ | 6605 | 9-bit | 12.900004 | 0001100111001100 |

### 3.4 IMPLEMENTATION OF 2D DWT USING PROPOSED BOOTH MULTIPLIER USING DWT

The VLSI implementation of 2D DWT of image encoders with flipping based structure is addressed. For applications like image processing, the demand for DWT is also increasing day-by-day. It has advantages over other transform like discrete cosine transform (DCT) in representation of an image in coarse form which is subset of coefficients of filter and the inverse transform can be computed without computing. One of the applications is it can be used for internet applications using progressive image transmission (PIT). Based on different areas of interest, DWT permits to encode the image in different factors with compression factors, levels of implementation and type of architectures.

Wavelets exchange the image into a movement of wavelet that can be stored up more successfully than pixel squares, so "DWT" models have picked up its significance in applications where adaptability and okay corruption is fundamental in wavelet coding plans. At the point when time and recurrence spaces are found, the middle value of for entire length of the sign gives data about the "DWT." "2D-DWT" is utilized widely in numerous fields of building and clinical applications, for example, in "biometrics," picture investigation and imaging applications, for example, "JPEG 2000" and so forth.

### 3.4.1 IMPLEMENTATION OF EXISTING 2D DWT ARCHITECTURE

In the existing 2D DWT architecture it aims to develop without off-chip RAM with high-throughput and makes use of canonic sign digit multiplier in replacement to traditional multipliers to gain high hardware efficiency. For an image size of N X N, a three-level 2D DWT is implemented which requires 66 subtractors, 123 adders, 7.5 words of temporal memory, 3 N bytes of input RAM and 167 registers. This 3-level 2D DWT is $14.1 \%$ lower than current architectures, which boosts transistor delay products. This architecture takes almost a total pause on the "critical path."

One-level "2D-DWT": The column filter, the unit and the line-filter shown in Figure 3.9. The column filter is a structure with three inputs in which two outputs are provided as low and high signals. The two output signals from the column filter are passed through the transposing unit followed by the row filter which gives two signals as output.

(a)

(b)

FIGURE 3.9 (a) One-level 2-D DWT architecture; (b) transposing unit. Source: Reprinted from Ref. [12]. Open access. © 2017 John Wiley.

The structure of column filter and row filter is shown in Figure 3.10, which makes use of multipliers, adders, and registers for implementing the one-level DWT. The multiplier uses a Canonic sign Digit representation for minimum CPD and fast speed of operation. For the adder circuit using the ripple carry adder as it involves shorter delay and the delays in the circuit is introduced by using D flip-flop. When three inputs are given to the column filter it gives "low band (L) and high band (H)" as output. When the L and H band signals are applied to transposing unit, it gives two outputs ( L and H ). When applied to row filter it gives output signals as HL/ LL as one output and $\mathrm{HH} / \mathrm{LH}$ as the other output. In the existing 2D DWT architecture RAM to make it useful without off-chip RAM. Generally, the hardware resources consist of two parts: one is RAM requirement and the other is the computational core. For RAM requirement, it consists of input RAM and temporal RAM. The input RAM stores the data and size of the input depending on external bandwidth and scanning method. Temporal method depends on the architecture and is used to store the calculations obtained in the result.

(a)

(b)

FIGURE 3.10 (a) Column filter; (b) row filter.

In the column and row filter the coefficients used for multiplier are represented in Canonic Sign Digit format. Taking an input value X multiplying with the coefficient, then the output will be constant multiplied by the input value. The structures of one by alpha coefficient value is shown in Figure 3.11. Each constant value has a different structure because by varying each value the structure becomes different by adding shift and adder units. In the below structures the D represents the delay in the circuit and we use D flip flop as the delay element. Ripple carry adder is used as the adder and $\ll$ denotes the left shift operation for the input to that register and $\gg$ denotes the right-hand shift operation for the input to that register.


FIGURE 3.11 CSD multiplier structure for $1 / \alpha$ coefficient.
Source: Reprinted from Ref. [12]. Open access. © 2017 John Wiley.

Considering an example for $1 / \alpha=-0.630464$ coefficient with CSD multiplier design and assuming the input number as $0 \times 0054$ (hex decimal number system). Table 3.5 shows how the input value is processed within how many clock cycles is described.

TABLE 3.5 Example Showing CSD Multiplier for $1 / \alpha=-0.630464$

| Clock Cycle | X | D1 | D2 | D3 | D4 | Result |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $0 \times 0054$ | - | - | - | - | - |
| 2 | - | $0 \times 003 F$ | $0 \times 0069$ | - | - | - |
| 3 | - | - | - | $0 \times$ FFDC | $0 \times 0034$ | - |
| 4 | - | - | - | - | - | $0 \times$ FFCB |

Source: Reprinted from Ref. [12]. Open access. © 2017 John Wiley.
The CSD multiplier consumes four clock cycles for the operation. Considering the structure of $1 / \alpha$ coefficient given an input value $\mathrm{X}=0 \times 0054$ and this $X$ passes through the series of operations like $\gg 2, \gg 4, \gg 1, \gg 7$, the ripple carry adder in the adder circuit and 2 's complement is used in place of subtractor block. The D represents the D flip-flop in the structure which makes use of clock for the operation. Initially when the reset is 0 the D registers are set to 0 and when reset is 1 the register output is same as input. In the first clock cycle all the registers (D1-D4) have no value because D flip-flop takes one cycle to get the output and in second clock cycle after series of operation the D1 and D2 register gets a value of $0 \times 003 \mathrm{~F}$ and $0 \times 0069$ because of parallel connection in structure. Next in third clock cycle the D3 and D4 gets a value of $0 \times$ FFDC and $0 \times 0034$ and in fourth clock cycle the resultant output is obtained with a value of $0 \times$ FFCB. When multiplying the $\mathrm{X}=84(0 \times 0054)$ with -0.630464 the theoretical output is -52.958 and the observed output is -52 ( $0 \times$ FFCB ) which is acceptable within the $+/-1 \%$ error rate.

When the same $1 / \alpha$ coefficient is done with the proposed Booth multiplier, then it takes only one clock cycle for the operation which helps in reducing the latency in the structure. When the same input value $\mathrm{X}=84$ is applied to the multiplier it gives an output value $-53(0 \times$ FFCA $)$ shown in Table 3.6. Compared to existing Booth multiplier, the numbers of partial products are reduced, and generation of product terms are also reduced, which improves hardware efficiency.

TABLE 3.6 Example Showing Proposed Multiplier for $1 / \alpha=-0.630464$

| Clock Cycle | $\mathbf{X}$ | Result |
| :--- | :---: | :---: |
| 1 | $0 \times 0054$ | $0 \times$ FFCA |

### 3.4.2 IMPLEMENTING 1D DWT ARCHITECTURES USING PROPOSED BOOTH MULTIPLIER

In the $2 \mathrm{D} D \mathrm{DW}$, because of a reduction in the number of partial product terms, the architecture replacing the CSD multiplier with the proposed multiplier decreases the area and power. The 1D DWT occupies 12 clock cycles in the current architecture (i.e., CSD implementation), and the clock cycles
are decreased in the suggested architecture by evacuating the additional 4 register units since it occupies 8 clock cycles. By increasing the rpm, this reduction in clock cycles affects efficiency.

The optimized column and row filter for the 1D DWT are shown in Figures 3.12 and 3.13 where the 4 extra D flip-flops are omitted because of the removal of the additional delay applied to the circuit. The 2D DWT architecture consists of a column filter, a row filter, and a transposition unit. 1D column filter is processed along column where it is a three input and gives output as two-output (low (L) and high (H)) sub-bands. These two L and H sub-bands are passed through transposing unit where it gives two sub-bands. The obtained sub-bands ( L and H ) are passed through row filter where it is processed along row wise and gives $\mathrm{HL} / \mathrm{LL}$ as one output and $\mathrm{HH} / \mathrm{LH}$ as other output. On comparing the existing 2D DWT architecture and optimized 2D DWT architecture, we can observe a reduction in a number of clock cycles by removing 4 delay elements in each row and column filter. By this speed is improved and hence it increases the performance of the proposed architecture.


FIGURE 3.12 Modified column filter.
Source: Reprinted from Ref. [12]. Open access. © 2017 John Wiley.


FIGURE 3.13 Modified row filter.
Source: Reprinted from Ref. [12]. Open access. © 2017 John Wiley.
The utilization of hardware components in "2D-DWT" is shown in Table 3.7. The elements used in 2D DWT are ripple carry adder is used as adder circuit, D flip-flops and in case of multipliers CSD, Booth multipliers are
used. In total, the total number of components comprises of "AND/OR/NOR/ NAND," "XOR/XNOR" gates, latency, and registers required for 2D-DWT implementation for the listed multiplier architectures. Compared to CSD implementation, the proposed multiplier needs less number of registers which is an advantage to various image processing applications for occupying less area. Normally in CSD representation for execution of output, the storage element ("D flip-flop") requires two clock cycles, and in column filter to compensate the effect extra two registers are added using "CSD" implementation. In proposed multiplier as there is no need of register unit the time taken to complete the execution is less and the number of clock cycles also gets reduced. The proposed Booth multiplier occupies less area when compared to "CSD" and "Booth multiplier." The latency of the proposed multiplier is less compared to CSD as there is elimination of 4 delay elements in the architecture due to which speed of the proposed multiplier is increased.

TABLE 3.7 Utilization of Hardware Components for 2D DWT Architecture

| Multiplier | Column Filter |  |  |  | Transpose Unit |  | Row Filter |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { XOR/ } \\ & \text { XNOR } \end{aligned}$ | $\begin{gathered} \hline \text { AND/OR/ } \\ \text { NOR/NAND } \end{gathered}$ | Register | Latency | Register | $\begin{aligned} & \hline \text { XOR/ } \\ & \text { XNOR } \end{aligned}$ | $\begin{gathered} \hline \text { AND/OR/ } \\ \text { NOR/NAND } \end{gathered}$ | Registe | Latency |
| CSD | 768 | 1920 | 35 | 12 | 3 | 768 | 1920 | 35 | 12 |
| BOOTH | 1164 | 2536 | 17 | 8 | 3 | 1164 | 2536 | 16 | 8 |
| Proposed | 802 | 1949 | 17 | 8 | 3 | 802 | 1949 | 16 | 8 |

### 3.5 SYNTHESIS RESULTS

The synthesis results of "2D-DWT" architecture are done using "Verilog HDL" in "Cadence Genus 90 nm technology," and the comparison table for different methods with parameters like area, power, and delay are shown in Table 3.8 for the "2D-DWT architecture." The observation in Table 3.8 shows three different methods like CSD, existing booth multiplier, proposed Booth multiplier, which shows improvement in "area-delay-product (ADP)" and "power-delay-product (PDP)."

TABLE 3.8 Synthesis Results for 2D DWT

| Method | Delay <br> $(\mathbf{n s})$ | Area <br> $\left(\boldsymbol{\mu} \mathbf{m}^{2}\right)$ | Power <br> $(\mathbf{m W})$ | ADP | EADP <br> $\mathbf{( \% )}$ | PDP | EPDP <br> $\mathbf{( \% )}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CSD | 1.522 | 42219.1 | 1.78 | 64257.5 | 29.0194 | 2.713187 | 26.12955 |
| BOOTH | 1.862 | 34297.4 | 1.56 | 63861.8 | 28.2248 | 2.903482 | 34.97588 |
| Proposed | 1.580 | 31521.9 | 1.36 | 49804.5 | - | 2.151112 | - |

The "excess-area-delay-product (EADP)" and "excess-power-delayproduct (EPDP)" give the relation how much excess is that method by other method. The "ASIC implementation" results show the ADP of CSD representation is $29.01 \%$ in excess and for existing "Booth multiplier" it is $28.22 \%$ in excess than proposed multiplier. The "PDP" of "CSD" is $26.13 \%$ excess and $34.98 \%$ in excess than proposed multiplier. The above results clearly show that the proposed multiplier has less area and low power than the CSD and existing "Booth multiplier" because the reduction in generation of partial products is made; only the necessary product terms are generated. The above synthesis results make a clear detail applying proposed multiplier for picture handling capabilities and fast speedy applications.

The delay is not improved in the proposed method because in CSD the "critical path" is only due to adders in the circuit and it is from input to output. In the proposed method, the critical path is taken from the truncated part to the output which increases the delay in the circuit. Figures 3.14 and 3.15 shown tells that the proposed method has less area and power than the CSD and Booth multiplier due to reduction in minimization of partial products generation, only the required terms are generated so that area gets reduced. A bar graph representation of different multiplier methods is represented along X -axis and area in terms of sq-m is shown in Figure 3.14 in which shows proposed multiplier has low area. Similarly, in Figure 3.15 shows the bar-graph representation for different methods along X-axis and power in terms of mW along Y axis. These results are helpful for fast speed implementations and capable for picture handling applications.


FIGURE 3.14 Area comparisons of different methods.


FIGURE 3.15 Power comparisons of different methods.

### 3.6 CONCLUSION AND FUTURE SCOPE

A "16-bit Radix-8 Booth multiplier" is designed and applied it to the "2D-DWT" architecture with the aim to have low area and power. With comparison to "CSD" and "Booth multiplier" the proposed multiplier has low area and power due to reduction in a number of partial product terms. In a "2D-DWT" architecture when enhancements are made by eliminating the additional defer components their watches a smaller number of clock term cycles than the "2D-DWT" with "CSD" portrayal and for a nitty gritty yield with no interruption of the worth is finished. On performing union, the proposed technique devours less territory and force, accordingly sparing of 29.01\% "EADP" and 26.12\% "EPDP" for existing "CSD" based engineering and $22.25 \%$ "EADP" and $34.97 \%$ "EPDP" for existing corner multiplier is accomplished with a mistake pace of $+/-1 \%$. This one level "2D-DWT" engineering can be stretched out to stagger "2D-DWT" as the future work to improve the plan.
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#### Abstract

In the last few years, the tiny size of MOSFET (i.e., less than tens of nanometers) created some operational problems such as increased gate-oxide leakage, amplified junction leakage, high sub-threshold conduction, and reduced output resistance. To overcome the above challenges, FinFET has the advantages of an increase in the operating speed, reduced power consumption, decreased static leakage current is used to realize the majority of the applications by replacing MOSFET. By considering the attractive features of the FinFET, an ALU is designed as an application. In the digital processor, the arithmetic and logical operations are executed using the arithmetic logic unit (ALU). In this chapter, power-efficient 8 -bit ALU is


designed with full adder (FA) and multiplexers composed of gate diffusion input (GDI) which gained the designer's choice for digital combinational circuit realization at minimum power consumption. The design is simulated using Cadence virtuoso with 20 nm technology. Comparative performance analysis is carried out in contrast to the other standard circuits by taking the critical performance metrics such as delay, power, and power delay product (PDP), energy-delay product (EDP) metrics into consideration.

### 4.1 INTRODUCTION

The limits of the CMOS technology advancements, specifically, reducing the channel length of the MOS transistor, causing the inefficiency in realizing the optimized low power circuits at room temperature because of the $60 \mathrm{mV} /$ decade threshold swing limit. The published research content over the past few years in the literature convincing the FinFET as the most reliable device for the digital applications. The development and realization of CMOS tech-nology-based circuits at ultralow supply voltages for the next level ICs is the current challenge for the design engineers. This chapter offers the circuit's sensitivities and the collaborations with the evolving technology of FinFET, for realizing fundamental module of ALU. Primarily, at circuit level, FinFET based 1-bit and 8-bit ALUs blocks are realized and tested by considering the attractive features of FinFETs. The specter models of Si FinFET are considered at 20 nm technology for benchmarking and evaluating the performance metrics of proposed designs. The designs are capable of offering optimized power levels by maintaining the reliability at utmost levels in contrast to that of the standard designs based on CMOS. The FinFET based designs are attaining the great choice by showing the consistent metrics like increased logic swing, diminished glitches, condensed overshoots, etc.

The very-large-scale integration (VLSI) is the task of designing an integrated circuit (IC) by clubbing thousands of transistors into one chip. The VLSI turned up in the year 1970 when the complex semiconductor and communication technologies were being emerged. The electronics industry achieved a considerable expansion over the last few decades, mainly because of the rapid promotions in the large-scale integration technologies and the applications of system design. With the advantages of the VLSI designs, the implementation of ICs in communications, video, and image processing has been rising. Even for no portable devices, power consumption is an essential criterion due to raising in the packaging and cooling costs along with
reliability issues. Considering these problems, the primary challenge for the design engineers is inadequate, realization within a targeted power without compromising the performance requirement [1].

The tiny size of the MOSFET, less than tens of nanometers, created some operational problems such as high sub-threshold conduction, which means; in the MOSFET, the applied voltage to gate terminal is to be decreased to maintain the reliability [2-4]. Then the threshold voltage (Vth) which is to be applied to the MOSFET must also be reduced. As this Vth is decreased possibly to a very great extent, the transistor will not be able to switch from the complete turn-off to complete turn-on state and vice versa. The rise of gate-oxide leakage refers to the gate oxide, serving as an insulator in between the channel and gate must be designed as thin as possible in order to elevate the conductivity of the channel and performance of the device when it is in ON state and to decrease the subthreshold leakage during OFF state of the device. The increased junction leakage means the design of junction becomes quite more difficult in smaller devices, leading to higher doping levels which lead to drain induced barrier lowering. And many more drawbacks such as lower output resistance, lower transconductance.

The scaling of gate lengths to very short distances is possible with FinFET technology. FinFET-DGCMOS and conventional CMOS fabrication are similar to one another, except negligible disturbances, allows the participation of more efforts in the significant involvement of the yielding the applications. FinFET channel is an un-doped structure of smaller in size portion which is placed in a perpendicular direction to that of substrate terminal. Coulomb scattering is eliminated by un-doped channel because of faster mobility in FinFETs by the unwanted impurities [5]. The two gates of the FinFET are provided to control the short channel effects without aggressively scaling down the gate-oxide thickness and increasing the channel doping density. In terms of the structure of FinFET, it is a double gate device, and the gates are formed at the vertical side of the fin using a thin gate oxide layer. Fin is a thin layer between the source and drain. FinFET reduces the levels of the leakage current and mitigates the short channel effects [6]. In this chapter, the reduction in power consumption by scaling down the size of a transistor in nanoelectronics with the help of FinFET is achieved.

This chapter mainly focuses on the implementation of 8-bit ALU using FinFET with 20 nm technology. ALU is the core part of the central processing unit (CPU) and is a combinational digital electronic circuit which accomplishes all the logical and arithmetic operations. Arithmetic modules provide minimum energy consumption at extended reliability plays a crucial
role in the die. Thereby, the design changes in the ALU reflect a significant effect on the overall performance of the whole processor. To meet the reduced energy consumption and increased speed of ALU, designs require arithmetic, circuit, and system-level methodologies involvement [7]. Even much of the logic styles viz. clock gating, frequency, and voltage scaling are producing the minimum power consumption applications, but few amongst those are offering improved power consumption factor with the optimized die size [9].

The emerging features in the new era of IC are driven with the modern days' technological advancements in the processing of silicon technology. With the revolutionary change in the realization of commercial ICs, the chip development foundries are producing the highly complex, enhanced reliability, minimum energy consumption, and more robustness processors. The CPU is the basic module inside the microprocessor and composed with the ALU as a primary module. The key operations of the ALU are both arithmetic and logical operations. The arithmetic operations of addition, subtraction, multiplication, and division are performed as addition, inverted addition, recursive addition, and recursive inverted addition, respectively. The majority of the addition operations in the digital system are formed using the full adder, and the major constraint in the full adder design is to produce the circuits with minimum energy dissipation, less delay, energy efficiency in addition to reliability feature [10]. In contrast to the existed MOSFET designs, the novel innovation of FinFET models is considered to implement the full adder with the improved parameters of both device and energy efficiency. The 8-bit ALU is developed using Full adder and Multiplexers which are composed by using gate diffusion input (GDI) technique.

### 4.2 FINFET CHARACTERISTICS AND MODELING

FinFET has the name as such because of the field-effect transistor (FET) with a structure that view as a set of fins when gazed. It consists of a conducting region, which mainly surrounded with the thin 'fin' structure and is built on silicon on insulator by which the name 'FinFET' is evolved. The device channel for effective conduction is calculated with the fin thickness.

The FinFET is a non-planar device as shown in Figure 4.1; double gate transistor, which is either a bulk silicon-on-insulator (SOI) or on Silicon Wafers [2-11]. This is importantly based on single gate transistor design. There are two different types of FinFET. They are Bulk FinFET and SOI

FinFET. The critical characteristic of the FinFET is that it has a conducting channel that is bounded by a thin silicon fin [13]. This mainly forms the body of the device. These fins are nothing but the channel between the source and drain. The gate terminal is bounded around the channel. This lets the formation of the several gate electrodes to reduce the leakage current and to improve the drive current [14-16].


FIGURE 4.1 FinFET models.

The FinFET works the same as that of Conventional MOSFET. It operates in two modes: (i) enhancement mode and (ii)depletion mode. The working characteristics are identical in both modes, but the only difference is that, in the enhancement mode, if no voltage is given to the gate terminal, it does not conduct whereas in the depletion mode, if the voltage is applied to the gate, it does not conduct. In the enhancement mode when the voltage is applied to the gate terminal, a parallel plate capacitor is formed. The gate is made up of the oxide layer. The surface below the oxide layer is located between the source and drain. When a small amount of positive voltage is applied to the gate concerning the source, a depletion region is formed. This region is reversed to n-type by the applied positive voltage. Then a region is formed at the interface between Si and $\mathrm{SiO}_{2}$. This applied positive voltage attracts the electrons from the source terminal to the drain terminal. By this, an electron reach channel is formed. The flow of current starts by applying a voltage between the source and drain. This flow of current is dependent on the voltage applied to the gate.

The advantages and applications of FinFET are: it consumes very less power that allows higher integration levels [17, 18]; it operates at the lower voltages as the Vth given is less. The FinFET has passed the barrier of 20 nm which was previously a barrier. The static leakage current has been
reduced up to $90 \%$ when compared to that of traditional methods, and its operational speed has been increased up to $30 \%$ than non FinFET devices. Samsung Electronics has incorporated FinFET in its 14 nm process. Along with Samsung, Apple, Intel, and Taiwan Semiconductor Manufacturing Company (TSMC) are set to ship the 14 nm technology, which is a benefit to all smartphones as it will speed with the phone.

### 4.3 PROPOSED 8 BIT ALU BLOCK USING FINFET MODELS

Apart from the traditional CMOS design, the GDI technique is another low power and area efficient technique [18, 19]. The aim of the GDI technique is to improve the performance of logic circuits [20, 21]. A common GDI cell comprises of four terminals. They are P (PFinFET outer diffusion node), G (Common gate input for both PFinFET and NFinFET transistors), D (Common diffusion for both the transistors), N (NFinFET outer diffusion node).

### 4.3.1 GDI-BASED MULTIPLEXER

GDI based logic is used to implement 2:1 MUX as shown in Figure 4.2, whose function is based on the use of a simple cell. When the select line is fed with ' 0 ', the output will be the data 'A.' And when the select line is fed with ' 1 ', the output will be the data 'B.' The truth Table 4.1 shows the functionality of the $2 \times 1$ Multiplexer.


FIGURE 4.2 $2 \times 1$ Multiplexer.

TABLE 4.1 The Truth Table of $2 \times 1$ Multiplexer

| Select line | $V_{0}=\overline{S_{0}} A+S_{0} B$ |
| :--- | :---: |
| $\mathrm{~S}_{0}$ | Y |
| 0 | A |
| 1 | B |

GDI based logic is to implement 4:1 MUX as shown in Figure 4.3, whose function is based on the use of a simple cell. When the select line S 0 is fed with ' 0 ' the output will be the data ' A ' or ' C .' And when select line S1 is fed with ' 1 ' the output will be the data ' $B$ ' or ' $D$.' Table 4.2 shows the functionality of $4 \times 1$ MUX.


FIGURE 4.3 $4 \times 1$ Multiplexer.

TABLE 4.2 The Truth Table of $4 \times 1$ Multiplexer

| Select Line | Output |  |
| :--- | :---: | :---: |
| $\mathrm{S}_{0}$ | $\mathrm{~S}_{1}$ | $V_{0}=\overline{S_{0} S_{1}} A+\overline{S_{0}} S_{1} B+\mathrm{S} 0 \overline{S_{1}} C+S_{0} S_{1} D$ |
| 0 | 0 | A |
| 0 | 1 | C |
| 1 | 0 | B |
| 1 | 1 | D |

### 4.3.2 11T FULL ADDER

A full adder is a fundamental requisite to design an ALU. The 11T methodology is used for developing Full Adder; this is another way of designing Full Adder to reduce power and delay. Full Adder is depicted in Figure 4.4. This circuit operates at very low voltages, such as less than 1 V . This circuit is driven with a supply voltage of $0.9(\mathrm{Vdd})$. The Input A is given to the gate of the terminal of $\mathrm{p} 1, \mathrm{n} 1$ and drain terminal of p 2 . Input B is applied to the gate terminals of the transistors p 2 and n 2 and the drain terminal of the n 1 . The passage of the signal occurs from gate to drain terminal during the ON condition of, and it became possible when the applied voltage ( Vs ) is higher than that of Vth. That means the voltage is passed from gate to drain. So, when the Input A is high, it gives the signal applied to the terminal B. Full Adder is built using low power EX-OR gates and $2 \times 1$ Multiplexer. The outputs of 'Sum' and 'carry' (Cout) are obtained from EX-OR and Multiplexer circuits, respectively. Additional transistor numbered as n6 takes minimum power as it is driven with the ultralow mode in combination with the sub-threshold current. The voltage across the gate to source (VGS) become higher than that of Vth because of strong inversion region, and this leads to accumulating minority charge carriers by vanishing the majority charge carriers. The subthreshold current being generated because of leakage current by the deployment of minority charge carriers during the case of the weak inversion region of VTH is greater than VGS. The required operation of the circuit is met with sufficient current which is gained from the subthreshold current at VDD value is lower than the VTH. The resultant current gives the circuit to operate with ultra-low mode by consuming minimum power. Successful operation of 11 T full adder is achieved with an additional transistor, n6 at the subthreshold mode. The whole operations of the circuit can be validated as shown in Table 4.3.

TABLE 4.3 The Truth Table of 11T Full Adder

| Input |  | Output |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $\mathbf{A}$ | $\mathbf{B}$ | Cin | Sum | Cout |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 |
| 1 | 1 | 0 | 0 | 1 |
| 1 | 1 | 1 | 1 | 1 |



FIGURE 4.4 11T Full adder.

### 4.3.3 1-BIT AND 8-BIT ALU

For any input over the input terminals $\mathrm{A}, \mathrm{B}$, and C the ALU perform arithmetic and logical operations depending on the input given over the select line. The ALU is a part of the processor that tackles all the arithmetic and logical operations as it is named. The truth Table 4.4 for Figure 4.5, shows the operations performed by the ALU depend on 3 Bit select line giving eight conditions.

TABLE 4.4 1-Bit ALU for the Inputs $\mathrm{A}=0, \mathrm{~B}=1$, and $\mathrm{C}=1$

| Select Lines |  |  | Operation | Output |
| :--- | :---: | :---: | :--- | :---: |
| $\mathbf{S}_{\mathbf{2}}$ | $\mathbf{S}_{\mathbf{1}}$ | $\mathbf{S}_{\mathbf{0}}$ |  |  |
| 0 | 0 | 0 | AND | 0 |
| 0 | 0 | 1 | INCREMENT | 1 |
| 0 | 1 | 0 | OR | 1 |
| 0 | 1 | 1 | DECREMENT | 0 |
| 1 | 0 | 0 | SUBTRACTION | 1 |
| 1 | 0 | 1 | XOR | 0 |
| 1 | 1 | 0 | SUBTRACTION | 0 |
| 1 | 1 | 1 | ADDITION | 1 |



FIGURE 4.5 Block diagram of 1-bit ALU.

Let the input A is driven with logical ' 0 ,' B with logical ' 1 ' and C with logical '1.' The Logical AND operation is performed when the select line $\mathrm{S}_{2}$ is fed with logical ' 0 ,' $\mathrm{S}_{1}$ logical ' 0 ' and $\mathrm{S}_{0}$ as logical ' 0 .' The ALU is INCREMENTED from its present state when the select line $S_{2}$ is driven by logical ' 0 ,' $\mathrm{S}_{1}$ with logical ' 0 ' and $\mathrm{S}_{0}$ logical ' 1 .' The operation Logical OR is implemented when $\mathrm{S}_{2}$ is fed with logical ' 0 ,' $\mathrm{S}_{1}$ logical ' 1 ' and $\mathrm{S}_{0}$ as logical ' 0 .' DECREMENT operation is carried out when select line $S_{2}$ is fed with logical ' 0 ,' $\mathrm{S}_{1}$ logical ' 1 ' and $\mathrm{S}_{0}$ with logical ' 1 .' The SUBTRACTION operation turns up for the applied signal over select line $S_{2}$ is logical ' 1 ,' $S_{1}$ is logical ' 0 ,' and $\mathrm{S}_{0}$ is logical ' 0 .' For the Logical EX-OR operation the select line $\mathrm{S}_{2}$ is to be fed with logical ' 1 ,' $\mathrm{S}_{1}$ logical ' 0 ' and $\mathrm{S}_{0}$ logical ' 1 .' The Logical EX-NOR operation is accomplished when the select line $S_{2}$ is fed with logical ' 1 ,' $\mathrm{S}_{1}$ with logical ' 1 ' and $\mathrm{S}_{0}$ with a logical ' 0 .' That which is last, the ADDITION operation is carried out for $S_{2}$ is fed with logical ' 1, , $S_{1}$ with logical ' 1 ' and $\mathrm{S}_{0}$ with logical '1.'

For the 8-Bit ALU shown in Figure 4.6, A, B, and C are Inputs of ALU. $\mathrm{S}_{0}, \mathrm{~S}_{1}$, and $\mathrm{S}_{2}$ are 3-bit selection lines. F0 and F1 are Output of 1-bit ALU. F14 is the output of 8-Bit ALU, and F15 is carry obtained for last Full adder.


FIGURE 4.6 Block diagram of 8-bit ALU.

For any input over the input terminals $\mathrm{A}, \mathrm{B}$, and C , the ALU performs arithmetic and logical operations depending on the input given over the select line. The 8 -bit ALU is obtained by cascading all 1-Bit ALU's [22-25]. The above block diagram shows the cascaded form of all 1-Bit ALU's. The carry which is obtained for the first Full adder's ALU is forwarded to the next Full adder's ALU. This process is continued to last ALU to form an 8-bit ALU.

### 4.4 SIMULATION RESULTS AND EXPERIMENTAL FINDINGS OF THE PROPOSED WORK

The circuit is shown in Figures 4.2 and 4.3 are simulated using the Cadence virtuoso tool by considering the FinFET technology specter files. The voltage applied to the proposed circuit is 600 mv or 0.6 V which falls under the operating voltage range of the FinFET. The multiplexers are designed using GDI technique which is advantageous in the field of reducing the circuit area and the supply voltage. The output (Vout) is obtained depending on the selection lines $(\mathrm{S}),\left(\mathrm{S}_{0}\right)$ and $\left(\mathrm{S}_{1}\right)$ for both the multiplexers. When $(\mathrm{S})$ is given with 0 V , the input ' $A$ ' is passed to the output, and when ( S ) is given with 0.6 V then ' B ' is passed to the output. Similarly, when $\left(\mathrm{S}_{0}\right)$ is applied with 0 V the input ' A ' and ' C ' are passed to the next level, for $\left(\mathrm{S}_{1}\right)$ when applied with 0.6 V , input ' B ' and ' D ' is passed to the next level. Depending on data over terminal Vs1 the inputs 'A,' 'B,' 'C' or 'D' as passed over the output terminal. The simulated output of Figures 4.2 and 4.3 are shown in Figures 4.7 and 4.8 , respectively.


FIGURE 4.7 Simulated response of $2 \times 1$ MUX shown in Figure 4.2.


FIGURE 4.8 Simulated response of $4 \times 1$ MUX shown in Figure 4.3.

Full Adder using 11 T is shown in Figure 4.4. It is simulated using the Cadence Virtuoso tool by considering the FinFET technology spectra files. Moreover, its simulated output is shown in Figure 4.9. The 11T Full Adder operates in ultra-low mode by consuming minimum power. The voltage applied to the proposed circuit is 600 mv or 0.6 V . The Full Adder is responsible for the three-bit addition, whereas Half Adder can only add two bits and neglects the carry which is obtained. The input (C) is added along with the bits with (A) and (B) which is the carry output obtained from the circuit itself.


FIGURE 4.9 Simulated response of 11T full adder shown in Figure 4.4.

The simulation of 1-Bit ALU shown in Figure 4.5 is carried out and the simulated output is depicted in Figure 4.10. The proposed circuit operates with a voltage of 0.6 V or 600 mv . The response consists of eight different operations, which are the combination of arithmetic and logical operations and these operations depend on the input given over the selection lines $\left(\mathrm{S}_{0}\right),\left(\mathrm{S}_{1}\right)$ and $\left(\mathrm{S}_{2}\right)$. The (F0) is the output of the 1-Bit ALU as shown in Figure 4.10 and (F1) is the input which is applied to the ALU during cascading.


FIGURE 4.10 Simulated response of 1-bit ALU shown in Figure 4.5.

The above are the transient responses of 8 individual operations performed by the 1 -Bit ALU. The ALU yields eight different operations in which four are arithmetic, and four are logical operations depending on the select line. Figure 4.11 shows the different operations of the 1-Bit ALU for the supply voltage of 0.6 V . The role of selection line which is about three bit plays a vital role in delivering the output responses which are as follows.

(a). AND Operation

(c). EX-OR Operation

(b). OR Operation

(d). EX-NOR Operation

(e). ADDITION Operation

(g). INCREMENT Operation

(f). SUBTRACTION Operation

(h). DECREMENT Operation

FIGURE 4.11 Simulated responses of 1-bit ALU shown in Figure 4.5.

Figure 4.11(a) shows logical AND operation when the select line $S_{2}$ is fed with logical ' 0 ,' $\mathrm{S}_{1}$ logical ' 0 ' and $\mathrm{S}_{0}$ as logical ' 0 .' The ALU is INCREMENTED from its present state when the select line S 2 is driven by logical ' 0 ,' $\mathrm{S}_{1}$ with logical ' 0 ' and $\mathrm{S}_{0}$ logical ' 1 ' as shown in Figure $4.11(\mathrm{~g})$. The Logical OR Operation as shown in Figure 4.11(b) is implemented when $\mathrm{S}_{2}$ is fed with logical ' 0 ,' $\mathrm{S}_{1}$ logical ' 1 ' and $\mathrm{S}_{0}$ as logical ' 0 .' The DECREMENT operation is carried out when select line $S_{2}$ is fed with logical ' 0 ,' $S_{1}$ logical ' 1 ' and $\mathrm{S}_{0}$ with logical ' 1 ' as depicted in Figure $4.11(\mathrm{~h})$. As shown in Figure 4.11(f) SUBTRACTION operation turns up for the applied signal over select line $S_{2}$ is logical ' 1, ' $S_{1}$ is logical ' 0 ,' $S_{0}$ is logical ' 0 .' For the Logical EX-OR operation in Figure $4.11(\mathrm{~d})$ the select line $\mathrm{S}_{2}$ is to be fed with logical '1,' $\mathrm{S}_{1}$ logical ' 0 ' and $\mathrm{S}_{0}$ logical ' 1 .' The Logical EX-NOR operation is accomplished when the select line $\mathrm{S}_{2}$ is fed with logical ' 1, ' $\mathrm{S}_{1}$ with logical ' 1 ' and $\mathrm{S}_{0}$ with a logical ' 0 ' as shown in Figure 4.11(c). Also, Figure 4.11(e) shows the ADDITION operation is carried out for $S_{2}$ is fed with logical ' 1 ,' $S_{1}$ with logical ' 1 ' and $\mathrm{S}_{0}$ with logical ' 1 .'

The simulated output of 8 -Bit ALU as shown in Figure 4.12 is obtained by simulating the circuit shown in Figure 4.6. The voltage applied to the proposed circuit is 0.6 V . The same selection input is applied to all the 1-Bit cascaded ALU's along with the supply voltage. For the different inputs over the selection line, the proposed circuit performs eight different operations, including four arithmetic and four logical operations.


FIGURE 4.12 Transient response of 8-bit ALU shown in Figure 4.6.

Table 4.5 shows the obtained results by simulating the 8 -bit ALU using FinFET in the cadence virtuoso tool. The 8 -bit ALU is designed using Full adder and multiplexers. The key metrics of power, delay, PDP as well as EDP are analyzed for multiplexers, Full adder, 1-bit ALU and for 8-bit ALU.

TABLE 4.5 Analysis of Power, Delay, PDP, and EDP

| Design | Power <br> $(\mathbf{n W})$ | Delay <br> $(\mathbf{n s})$ | PDP $\left(\times \mathbf{1 0}^{-\mathbf{1 8}} \mathbf{J}\right)$ | EDP $\left(\times \mathbf{1 0}^{-\mathbf{3 0} \mathbf{J s})}\right.$ |
| :--- | :---: | :---: | :---: | :---: |
| Full adder | 3.6 | 0.0044 | 0.01584 | 0.069 |
| GDI based $2 \times 1$ MUX | 9.9 | 0.0013 | 0.01287 | 0.016 |
| GDI based $4 \times 1$ MUX | 19 | 8.1 | 153.9 | 1246590 |
| 1-Bit ALU | 26.8 | 2.17 | 58.15 | 126198 |
| 8-Bit ALU | 200 | 1.97 | 394 | 776180 |

The results show that the power consumed for the Full adder is 3.6 nW , GDI based $2 \times 1$ MUX, and GDI based $4 \times 1 \mathrm{MUX}$ is 9.9 nW and 19 nW , respectively. For the 1 -bit ALU it is 26.8 nW and 8-bit ALU it is $0.2 \mu \mathrm{~W}$. The delay metrics calculated for Full adder is 4.4 ps, GDI based $2 \times 1$ MUX, and GDI based $4 \times 1 \mathrm{MUX}$ is 1.3 ps and 8.1 ns , respectively. For the 1 -bit ALU and 8 -bit ALU, the delay metrics are 2.17 ns and 1.97 ns . The product of power and delay is the standard performance parameter which is taken into consideration when comparing standard circuits. The PDP for Full adder is $15.84 \times 10^{-21} \mathrm{~J}$, GDI based $2 \times 1 \mathrm{MUX}$ is $12.87 \times 10^{-21} \mathrm{~J}$ and GDI based $4 \times 1$ MUX is $153.9 \times 10^{-18} \mathrm{~J}, 1$-bit ALU and 8 -bit ALU are $58.15 \times 10^{-18} \mathrm{~J}$ and $394 \times 10^{-18} \mathrm{~J}$, respectively. The product of energy and delay is also another significant factor which is to be measured. The energy-delay product for full adder is $0.069 \times 10^{-30} \mathrm{Js}$, GDI based $2 \times 1 \mathrm{MUX}$ is 0.016 Js , and GDI based $4 \times 1$ is $124.659 \times 10^{-27} \mathrm{Js}$, 1-bit ALU and 8-bit ALU are $126.198 \times 10^{-27} \mathrm{Js}$ and $776 \times 10^{-27} \mathrm{Js}$, respectively.

### 4.5 CONCLUSION

In this chapter, the 8 -bit ALU is designed using GDI based $4 \times 1$ and $2 \times 1$ multiplexers and a Full adder. As CMOS has some operational problems like short channel effects which include Drain-induced barrier lowering, high sub-threshold conduction, increased gate oxide leakage, increased junction leakage, lower output resistance. To overcome the above problems,

CMOS is replaced with FinFET. ALU represents the fundamental building block of the CPU of a computer, and modern CPUs contains mighty and complex ALU. It performs arithmetic operations, which includes addition, subtraction, increment, decrement, and logical operations, which includes OR, AND, XOR, and XNOR. The required gates for these operations are designed using FinFET, and a multiplexer performs logical operations. Here, the power consumption, circuit's delay, in addition to their PDP along with EDP are analyzed which gave the quite better values in terms of power and delay when compared to CMOS technology. The delay of 8-bit ALU is minimized to 1.97 ns from 6.95 ns and the power consumption reduced to 0.2 $\mu$ watts from $32 \mu$ watts when compared to that of CMOS technology. The FinFET based circuit gave the required output by reducing the delay, power consumption at ultra-low supply voltages.
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#### Abstract

With the advancement of VLSI technology, people strongly rely on electronic devices. Integrated circuits (ICs) are becoming an integral part of any electronic device. Over the past decade, the semiconductor supply chain facing the several vulnerabilities like counterfeiting, cloning, tampering, etc. Hence to prevent semiconductor counterfeits from adversaries, a physical unclonable functions (PUFs) are emerged to be a one of the light weight security primitives in the hardware cryptography and offers the robust security against attacks. PUFs provide signatures it can act like a fingerprint for the each device. Due to its ability to generate the die specific unique identifiers, this can be used in chip authentication and identification protocol. Due to limited circuit resources, therefore generating a large set of Challenge-Response Pairs (CRP) data base results increases the cost. Hence to address this limitation proposed a multiplexer-decoder based arbiter PUF using CMOS 45 nm technology and simulated using cadence virtuoso. From the obtained results estimated security metrics like uniqueness, reliability, and randomness. Therefore, it is clear evident that proposed arbiter PUF is well suited for the detection and identification of cloned or counterfeited electronic devices.


### 5.1 INTRODUCTION

As day-by-day technology has been enormously increases then security places a big challenge in the current day electronic devices. The low-cost electronic devices face the several tough challenges like lack of computational resources, high power dissipation, cyber-attacks, counterfeiting, etc. To address these issues and to combat the above-mentioned problems PUFs are emerged to be one of the promising lightweight cryptographic primitives in the hardware security [1-4]. A PUF utilizes the unavoidable and uncontrollable manufacturing process variations and provides a unique information; it can be obtained by applying the random set of challenges and produces responses. Due to this process variations even same challenge being applied to different PUFs, it produces the unique responses it can be observed by Figure 5.2. The tamper sensitive property of a PUF can eliminate the vulnerabilities in secure storage and also avoids the storage of keys in expensive non-volatile memories. Counterfeiting the same PUF with the existing database is infeasible and practically it requires huge time and money [5-9]. Figure 5.1 depicts the generation of CRPs due to manufacturing process variations.


FIGURE 5.1 Generation mechanism of CRPs due to manufacturing variations.


FIGURE 5.2 CRPs relationship with ICs.

A systematic spatial process variation during fabrication of integrated circuits (ICs) can alter the electrical behavior of the device and these can observe from die-to-die, wafer-to-wafer, lot-to-lot, and IC-to-IC, respectively. The typical complementary metal-oxide semiconductor (CMOS) process variations can be shown in Figure 5.3. During the fabrication of any IC, we can encounter two types of mismatches such as global mismatches and local mismatches, and it can be mathematically expressed by Eqn. (5.1).

$$
\begin{equation*}
\mathrm{M}_{\text {Total }}=\mathrm{M}_{\text {Gilobal }}+\mathrm{M}_{\text {Local }} \tag{5.1}
\end{equation*}
$$

Global mismatches are inherently occurred and parameters like channel length, impurity concentration, oxide thickness, threshold voltage, diffusion depth, etc., are mainly responsible for these variations. On the other hand, parameters like supply voltage, aging, and environmental conditions are responsible for the occurrence of local mismatches, respectively [10-14]. The effect of the variations cannot be controlled completely and minimized. Global parameters are likely responsible for the generating different CRPs and local parameters effects the PUF circuit and reduces the yield in terms of producing the less uniqueness, reliability, and randomness. Especially aging can much impact and degrades the system performance mainly due to phenomenon like negative bias temperature instability (NBTI), positive bias temperature instability (PBTI), electromigration, hot carrier injection (HCI), time-dependent dielectric breakdown (TDDB), etc. [15-18]. According to the size challenge-response pair (CRP) space PUFs can be broadly classified in to weak and strong PUFs [19-23]. A weak PUF having limited number of CRPs, or its number of challenges increases linearly or polynomial with the number of fundamental blocks adjoined to form a PUF, weak PUFs normally used for random number and device key generation. In contrast, the number of CRPs of a strong PUF increases exponentially with the number of basic cells [24-28].

### 5.2 BACKGROUND

Over the several years, different PUF architectures being proposed and analyzed. It includes arbiter PUFs [29, 30], feed-forward PUFs [31], muxdemux PUFs [32], ring oscillator PUFs (RO-PUF) [33], glitch PUF [34], memory-based PUF [35], latch PUF and flip-flop PUF [36], etc. A quantity of work related to PUF architectures have been found in Refs. [37-40]. This section provides a basic overview about strong PUF architectures and its operation.


FIGURE 5.3 Classification of CMOS process variations.

### 5.2.1 OPERATION OF RING OSCILLATOR PUF

Suh and Devadas proposed a basic ring oscillator PUF [41] in 2007, due to its less complexity and ease of implementation it could be widely used as a true random number generator (TRNG). The basic architecture of the ring oscillator PUF as shown in Figure 5.4. A typical ring oscillator PUF having K -ring oscillators and 2 k to 1 multiplexer. In this design, a set of ring oscillators are connected to the counter, and the final response of the counter is given as input to the comparator. The functionality of comparator is to count the oscillations generated by the ring oscillator over the period of time. Due to random process variations at each and every stage there will be change in the frequencies. Therefore, this can be figured out by using the counter and produces the response as a 0 or 1 , respectively. An $n$ bit signature can be generated by comparing the several ROs, and these can be implemented by using the macros and controlled by using the multiplexers. If $f_{i}<f_{j}\left(f_{i}\right.$ and $f_{j}$ are the frequencies of $\mathrm{RO}_{\mathrm{i}}$ and $\mathrm{RO}_{\mathrm{j}}$ oscillators, respectively) comparator
output will be ' 0 ' otherwise ' 1 .' The conventional RO PUF occupies the huge area and dissipates the power. To address the above-mentioned problems in ring oscillator PUFs, proposed another set of PUFs such as arbiter PUFs.


FIGURE 5.4 Ring oscillator PUF.

### 5.2.2 OPERATION OF ARBITER PUF

Figure 5.5 illustrates the basic structure of the arbiter PUF. This was first introduced by Gassend et al 2004 [42, 43]. This is also another type of strong PUF; it consists of a delay network and arbiter stage. The delay network consists of ' N ' identical switching elements (multiplexers) which are connected at top and bottom stage. An arbiter can act as decision element which is fed at the final stage of the delay network and arbiter could be either SR latch or D latch, its converters the analog timing delay difference in to digital value. The output of the TRNG can be acts as challenges for the delay network, and it can be represented as challenge vector ( $\mathrm{C} 1, \mathrm{C} 2, \mathrm{C} 3, \ldots \mathrm{Cn}$ ). Rising edge of pulse signal could be given as enabling of the arbiter PUF circuit and based on challenges the signal can be propagated either cross or straight and final timing delay difference signal can be fed to the arbiter, it decides the response could be either ' 1 ' or ' 0 .'


FIGURE 5.5 Schematic of the linear N-stage arbiter PUF.

The conventional arbiter PUF linearity in timing delay, hence it is very susceptible for the modeling attacks, to overcome this problem Gassend proposed feed forward arbiter PUF (as shown in Figure 5.6) adding arbiters at the intermediate stage of the conventional arbiter PUF, therefore the output of the arbiters can acts as the challenges for the following stages of the delay network, ultimately this configuration avoids the modeling attacks, however this could be degrades the reliability of the PUF circuit and also easily effected by environmental variation. To enhance the PUF metrics and avoid the attacks against the adversary proposed various types of arbiters PUFs like mux based reconfigurable PUFs, modified feed-forward arbiter PUFs, XOR arbiter PUF, etc. The architecture of the feed-forward and XOR arbiter PUF as shown in Figures 5.6 and 5.7, respectively.


FIGURE 5.6 Feed-forward arbiter PUF architecture.


FIGURE 5.7 XOR arbiter PUF architecture.

### 5.3 ARCHITECTURE AND SIMULATION

### 5.3.1 PROPOSED MUX-DECODER BASED 16-STAGE ARBITER PUF

Figure 5.8 depicts the basic block diagram of the decoder mux-based arbiter PUF. The delay network composed of a decoder and multiplexer at each stage
and SR latch can be used as arbiter. Due to two switching elements based on applied challenges the signal can travel in a random direction. The proposed 16-stage arbiter PUF being implemented in CMOS 45 nm technology using cadence specter. In order to assess the amount mismatches occurred in each stage performed the Monte Carlo (MC) analysis for 200 iterations and 150 samples. From the obtained results estimated security metrics (uniqueness, reliability, and randomness) and calculated its yield with respect to mean and standard deviation. Figure 5.9 depicts the schematics of the 16 -stage decoder-mux based arbiter PUF.


FIGURE 5.8 Block diagram of decoder-Mux based PUF structure.


FIGURE 5.9 Schematic of the 16 -stage decoder-mux based Arbiter PUF.

### 5.3.2 PUF SECURITY METRICS

### 5.3.2.1 UNIQUENESS

It is a measure of how differently the CRPs can be produced by a PUF from the other chips. This could be measured with the help of inter chip Hamming

Distance (HDinter). The ideal value of the uniqueness should be $50 \%$. Mathematically it can be expressed by Eqn. (5.2):

$$
\begin{equation*}
\text { Uniqueness }=\frac{2}{k(k-1)} \sum_{k}^{k-1} \sum_{\mathrm{j} i+1+1}^{k} \frac{\operatorname{HD}\left(\mathrm{R}_{\mathrm{i}}, \mathrm{R}_{\mathrm{j}}\right)}{\mathrm{N}} \times 100 \% \tag{5.2}
\end{equation*}
$$

where; ' N ' is the total number of PUF instances; $R_{i}, R_{j}$ is two dissimilar chips i and j .

To estimate the uniqueness of the PUF, we applied the 200 iterations for 50 challenges and measured its mean and standard deviation from 3 sigma plot at different corners like slow-slow (SS), slow-fast (SF), fast-slow (FS), fast-fast (FF) and typical-typical (TT). All the responses are measured at room temperature $\left(27^{\circ}\right)$ at a 1 v , respectively. From that obtained results the maximum uniqueness $48.22 \%$ from TT corner. Figure 5.10 depicts the percentage of uniqueness over different corners.


FIGURE 5.10 Variation of uniqueness over different corners.

### 5.3.2.2 RELIABILITY

It is the ability of PUF, how accurately the PUF can recreate the responses under various environmental conditions like voltage, temperature, and aging, etc. The ideal value of reliability is $100 \%$, but practically its value is lies in between $95 \%$ and $99 \%$, respectively, and it can be measured by using the Intra chip hamming distance (HDintra). Mathematically, it can be expressed by Eqn. (5.3):

$$
\begin{equation*}
\text { Reliability }=\frac{1}{s} \sum_{\mathrm{t}=1}^{s} \frac{\mathrm{HD}\left(\mathrm{R}_{\mathrm{i}} \mathrm{R}_{\mathrm{i}, \mathrm{t}}\right)}{\mathrm{N}} \times 100 \tag{5.3}
\end{equation*}
$$

To estimate the reliability of the PUF, chosen the reference temperature as $27^{\circ} \mathrm{C}$ and voltage as 1 v . Applied a set of 50 random challenges and temperature ranges from -20 to $55^{\circ} \mathrm{C}$. This process was carried out over 200 iterations over 150 samples. From the results we observed the reliability $91.28 \%$ and $92.58 \%$ with respect to supply voltage and temperature. Figures 5.11(a) and (b) represents the reliability of proposed PUF at different nodes of voltage and temperature at different instances.


FIGURE 5.11 Effect of reliability due to supply voltage and temperature.

### 5.3.2.3 UNIFORMITY

It is a measure of randomness of a PUF, even with the prior idea of the PUF circuit the response generated from the PUF should be unpredictable for each CRP. The ideal value of uniformity could be $50 \%$ and mathematically it could be expressed by Eqn. (5.4).

$$
\begin{equation*}
\text { Uniformity }=\frac{1}{\mathrm{n}} \sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{R}_{\mathrm{i}, 1} \times 100 \% \tag{5.4}
\end{equation*}
$$

Figure 5.12 represents the distribution of the response of the PUF response over 150 number of samples. The test results indicate that the maximum mean could be $47.36 \%$, respectively.


FIGURE 5.12 Estimation of uniformity (' 0 ' and ' 1 ').

### 5.4 CONCLUSION

In this work, we demonstrated the different classifications of strong PUFs. In order to enhance the uniqueness, instead of using the convention multiplexers, constructed PUF design using the multiplexer and decoder. As a result, the process variations can lead to a larger scale which makes the PUF can generate the unique signatures at each challenge. The proposed 16 stage mux-decoder based arbiter PUF are designed using the CMOS 45 nm technology and results are closely reaches the ideal value of the PUF metrics. And also, this architecture was tested over a wide range of voltages and temperatures. Hence this architecture well suitable for embedding PUF architectures in electronic devices to identify and authenticate the cloned or counterfeited devices.
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#### Abstract

On chip physical unclonable functions (PUFs) are emerged to be one of the lightweight security primitives in hardware cryptography to solve several security problems. It can generate a random set of responses for each challenge by utilizing the inherent process variations during manufacturing process. The extracted responses from each PUF should be die specific and acts like a device fingerprint. Hence, it is difficult to clone or counterfeit the similar kind PUF architecture. It is well known that the responses obtained from each PUF can be utilized for the different kinds of cryptographic applications, including IP protection, device authentication, RFID detection/ identification, IoT security, etc. The performance of PUF architectures is estimated by using the metrics like uniqueness, reliability, and randomness. A PUF should be robust against temporal variations in circuits and the effect of temporal changes in circuits are influences the reliability. Out of the several factors, aging is one of the major and critical factors which flip the PUF response. In practice, it is essential to identify the major factors responsible for aging such as bias temperature instability (BTI), hot carrier injection (HCI), time-dependent dielectric breakdown (TDDB), electromigration, etc. This chapter mainly addresses the impact of aging on strong PUFs and estimated the aging phenomenon on MUX-decoder PUF architecture by applying statistical analysis using cadence virtuoso 45 nm CMOS technology.


### 6.1 INTRODUCTION

As the day-by-day technology has shrunk down as a result fabrication cost of the Integrated circuits (ICs) has increased enormously, hence counterfeiting of ICs becomes one of the critical issues facing by semiconductor manufacturing companies. Many methods have been employed to identify and authenticate these issues, like secure split test (SST), hardware metering, combating die IC recovery, physical unclonable functions (PUFs), etc. Out of the several counterfeiting mechanisms, PUFs are emerged be a one of the dominant low costs, lightweight, and low area security primitive in hardware cryptography. Gassend et al. [1, 2] are introduced the concept of silicon PUFs by leveraging the intrinsic properties of ICs, and PUFs are die-specific random functions, which incurs generates a specific set of response (Ri) for each set of challenges $(\mathrm{Ci})$ by utilizing the unpredictable and unavoidable tiny process variations during the fabrication process [3]. Due to these fabrication variations makes each IC will acts as a die specific fingerprint. Figure 6.1 illustrates the primary CRP mechanism in each PUF. The basic operation of any PUF can be characterized by considering the CRP mechanism. The responses generated from the PUF are mainly depended on two types of mismatches such as technology-dependent and technology independent. The parameters such as oxide thickness, masking, doping concentration, channel length, geometry of transistors, etc., are mainly responsible for technology-dependent, and on the other hand, voltage, temperature, and noise significantly impact local mismatches [4, 5]. Figure 6.2 depicts the various mismatches occurring during the manufacturing process of an IC. Depending upon the number of challenge-response pairs (CRPs), PUFs can be explicitly distinguished into two types, such as strong PUFs and weak PUFs.


FIGURE 6.1 Challenge-response mechanism in PUFs.

Strong PUFs are a class of PUFs having an exponential number of CRPs. Therefore the adversary cannot enumerate total set of CRPs from a PUF in a fixed amount of time. The obtained responses from PUFs are
highly stable over a wide range of operating conditions (like temperature and voltage) and can withstand several numbers of attacks. However, a strong PUFs does not require any extra set of hardware to authentication as well as its responses are highly unique and quite unpredictable. It also noted that the mathematical modeling for strong PUFs is different from weak PUFs. Pappu et al. was proposed first strong PUF such as optical PUF [6-8]. It consists of an optical scattering object, assumed to be a plastic token, when a set of a laser beam is directed towards, this token scatters with an angle, and the resulting response will be elevated into different dimensions. For each optical beam will approximately create 1010 number of independent CRPs. Figure 6.3 depicts the basic architecture of the optical PUF. And several sets of electrical PUFs are being implemented based on electrical characteristics like arbiter PUFs, ring oscillator PUF, etc.


FIGURE 6.2 Mismatch mechanisms in PUFs.


FIGURE 6.3 Architecture of the optical PUF.

The strong PUFs can be mainly designed for device authentication purposes without any requirement of the cryptographic module; this process can be carried out in two phases, such as the enrollment phase and verification phase. During the enrollment phase, a set of randomly chosen challenges can be applied to the device, and its responses can be stored in the database for future authentication. And while the verification stage, a trusted party chose a set of challenges from the recorded database and applied to the device, if the obtained response is matched with the stored response in the database, then the IC is authenticated [8-11]. The second category of the PUFs is the weak PUFs, which are having a limited fixed number of CRPs and exhibits a physical disorder in the form of CRP mechanism [12]. The secret obtained from the weak PUFs could be treated as the physical obfuscated keys. Like strong PUFs, weak PUFs are also robust against the environmental variations and withstand over a wide range of the voltages. The response generated from the individual PUF is strongly relying on intrinsic process variations. These can be used in very limited applications due to fixed/linear number of CRPs, and if the secret can prevail, it can be easily modeled by machine learning (ML) attacks and invasive attacks [13-15]. Therefore, there are several numbers of weak PUFs are there, such as SRAM PUF, butterfly PUF,

Anderson PUF, etc. The usage of PUFs has been demonstrated from device authentication to identification applications [16]. In the current scenario, PUFs mainly suffer from two critical issues, such as instability of PUF responses and ML-based "modeling building attacks." An adversary can duplicate the PUF architectures by measuring the delays of the PUF using differential power analysis and estimating the statistical variations by direct measurement by opening up the package. The adversary can able to build an exact model by measuring the responses by arbitrarily applying challenges. Moreover, PUFs suffer from various types of attacks such as brute-force attacks, modeling attacks, optical emission attacks, timing, and power attacks, respectively. On the other hand, reliability is also one of the significant issues in the device authentication process. The responses generated from each PUF are mainly dependent on process variations, but various uncontrollable factors such as environmental noise, temperature, and aging degrade the performance of the PUF metrics. The effect of environmental noise mainly occurs when operating the circuits at different operating conditions like temperature and voltage. In contrast to environmental noise aging is also one of the primary phenomena, which impact the reliability of the PUF. This is mainly caused due to undesirable changes in the physical structure of the device due to negative bias temperature instability (NBTI), hot carrier injection (HCI), time-dependent dielectric breaks down (TDDB), and electromigration. This chapter mainly focuses on the impact of aging on the strong PUFs, more specifically arbiter PUFs. The rest of the chapter is organized as follows. Section 6.1 explains the introduction to the PUFs and major classifications of PUFs. Section 6.2 describes the different security metrics of the PUF. Section 6.3 indicates the various mechanisms to degrade the reliability of the PUF, and Section 6.4 briefs the impact of the aging on the reliability of strong PUFs and estimation of aging for proposed mux-decoder PUF. Finally, Section 6.5 concludes the chapter.

### 6.2 METRICS OF PUF

Here we are introducing a set of metrics to evaluate the performance of PUF design and, more specifically, which PUF is suitable for which application [16-18]. Therefore, we were introducing the three different metrics such as uniqueness, reliability, and uniformity.

### 6.2.1 UNIQUENESS

It is a measure of the ability of PUF to generate a unique set of responses for each set of the challenge. The number of bits could distinguish the behavior of the PUF has unique when the same challenge is applied to the two PUFs from the same wafer. The ideal value of any PUF is $50 \%$, and its mean value is varying from $20 \%$ to $50 \%$. In practice, the performance of PUF is based on Interchip variations and body bias effect, respectively. Therefore the average Interchip hamming distance for ' $K$ ' PUFs can be described by Eqn. (6.1):

$$
\begin{equation*}
\text { Uniquness }=\frac{2}{K(K-1)} \sum_{K}^{K-1} \sum_{j=i+1}^{K} \frac{H D\left(R_{i}, R_{j}\right)}{N} \times 100 \tag{6.1}
\end{equation*}
$$

Let $R_{i}$ and $R_{j}$ be $n$-bit responses of two different chips $i$ and $j$, to the same input challenge ' C ,' ' N ' indicates the total number of PUF instances and hamming distance (HD), respectively. Figure 6.4 illustrates evaluation of uniqueness for two different PUFs with the same challenge. From Figure 6.4, it clearly emphasizes the same challenge (0010101) being applied to the two PUFs (PUF1 and PUF2) at ambient temperature $\left(27^{\circ} \mathrm{C}\right)$ and obtained response is differs the two bits of hamming distance with each other, respectively.


FIGURE 6.4 Uniqueness evaluation of a PUF design.

### 6.2.2 RELIABILITY

It is the ability to measure the stability of the PUF response (R) for a corresponding challenge ( C ) over a different set of environmental conditions such as voltage, temperature, and aging, etc. It can be evaluated by "intra-chip hamming distance (HDintra)." Mathematically it can be expressed by Eqn. (6.2). $\mathrm{Ri}(\mathrm{n})$ and $\mathrm{Ri}, \mathrm{t}(\mathrm{n})$ represents the n -bit response at ambient temperature
(Ri) and Ri,t(n) n-bit response at different operating conditions for same challenge. ' S ' indicates a number of chips for N bit PUF.

$$
\begin{equation*}
\text { HDintra }=\frac{1}{\mathrm{~s}} \sum_{\mathrm{t}=1}^{\mathrm{s}} \frac{\mathrm{HD}\left(\mathrm{R}_{\mathrm{i}}(\mathrm{n}), \mathrm{R}_{\mathrm{i}, \mathrm{t}}(\mathrm{n})\right)}{\mathrm{N}} \times 100 \tag{6.2}
\end{equation*}
$$

The overall reliability of any PUF can be represented by Eqn. (6.3):

$$
\begin{equation*}
\text { Reliability }=100 \%-\text { HDintra } \tag{6.3}
\end{equation*}
$$

In order to estimate the reliability applied the same challenge (0010101) for PUF1 at different operating conditions such as $27^{\circ} \mathrm{C}$ and $57^{\circ} \mathrm{C}$ temperatures (As shown in Figure 6.5).


FIGURE 6.5 Reliability evaluation of a PUF design.

### 6.2.3 UNIFORMITY

It is the estimation of the unpredictability of the PUF response even prior knowledge of the circuit. It defines the total number of the " 0 " and " 1 " in a given set of the response, and the ideal value of the uniformity for PUF could be $50 \%$. Mathematically, it could be expressed by Eqn. (6.4).

$$
\begin{equation*}
\text { Uniformity }=\frac{1}{n} \sum_{i=1}^{n} R_{i, l} \times 100 \% \tag{6.4}
\end{equation*}
$$

where; ' n ' indicates the total number of responses; Ri indicates the hamming weight of the $i^{\text {th }}$ response.

### 6.3 RELATED WORK

Reliability is one of the critical metrics, and the designer must take consideration while estimating the stability of any particular PUF design. Especially
in cryptographic applications and device authentication, reliability places a vital role. There are some sets of mechanisms which are highly affects the reliability of the PUF include temperature, power supply, noise, aging effects, etc.

### 6.3.1 EFFECT OF TEMPERATURE ON RELIABILITY OF THE PUF

Temperature can affect the switching activity of the circuitry when sudden increases or decreases and (uncontrollable abnormalities) it tends to changes the behavior of the circuit, which eventually leads to hardware malfunction [19, 20]. Due to these abnormalities potentially, the delays of transistors can change in a random manner. Hence the overall response of the PUF can vary in accordance with the corresponding challenge. Therefore, it affects the authentication protocol.

### 6.3.2 AGING MECHANISMS ON RELIABILITY OF THE PUF

Aging is an undesirable process for any digital circuits; it merely affects the IC and deteriorates the performance by means of leakage current, more power consumption. Hence this causes functional failures. As long as prolonged use of devices, the delays of the circuits tend to drift and if changes are quite high, then it might be difficult to recognize a PUF undergone to measure. Several aging mechanisms can impact on the reliability of the IC during its whole lifetime. The behavior of the digital circuits mainly depends on current and voltage characteristics of the transistors interconnect capacitance, etc., as long as devices get aging its influences the I-V characteristics and effects parameters like delay, speed. The primary sources for aging of any ICs are mainly due to NBTI, TDDB, HCI, electromigration, respectively. These mechanisms can be described clearly in further subsections.

### 6.3.3 NEGATIVE BIAS TEMPERATURE INSTABILITY (NBTI)

NBTI is one of the major factors affecting the performance of the PMOS in ICs. Usually, when a negative voltage is applied to PMOS transistors gate. In this case, positive interface traps are created over the si-sio2 interface and also trapping of holes in the dielectric bulk [21, 22]. Hence, this effect increases the threshold voltage of the PMOS transistors abruptly and
retards the drain current (Id) by slowing down the circuit. Depending upon the bias condition of PMOS, transistors exhibit the NBTI in two phases, such as the stress phase and recovery phase (as shown in Figures 6.6(a), (b), and (c)). During the stress phase, the negative voltage is applied to its gate then transistor becomes ( $\mathrm{Vgs}<\mathrm{Vt}$, threshold voltage Vt being negative for PMOS) ON. While recovery phase, a positive voltage is applied to the gate of PMOS transistor, during this phase threshold. Figure 6.7 depicts the threshold voltage drift of the PMOS transistor under the stress and recovery phase over 6 months [23].


FIGURE 6.6 (a) NBTI effect for fresh PMOS; (b) NBTI effect for stress phase; and (c) recovery phase.


FIGURE 6.7 Threshold voltage shift due to NBTI effect.

When stress is removed, then the device is turned off. In the same way, NMOS transistors get affected by its performance due to positive bias temperature instability (PBTI). But the performance degradation is less in less prominent PBTI as compared to the NBTI. The amount of threshold voltage shift can be expressed by Eqn. (6.5).

$$
\begin{equation*}
\Delta \mathrm{V}_{\mathrm{t}}=\mathrm{Ke}^{\frac{\mathrm{E}_{\mathrm{ox}}}{\mathrm{E}_{0}}} \mathrm{t}^{0.25} \tag{6.5}
\end{equation*}
$$

### 6.3.4 HOT CARRIER INJECTION (HCI)

Amid the switching of a transistor, some of the high energy charge carriers get injected into the gate oxide. HCI is a major unwavering quality issue for NMOS as electrons have higher mobility than holes [24, 25]. The amount of HCI-related aging degradation of a circuit is directly dependent on the activity of the circuit. Circuits working at higher VDD hoisted temperatures, and high switching activity is exceptionally vulnerable to HCI-related aging. This phenomenon could occur when transistors are in pinch-off condition, and unlike BTI, the amount of traps occurred in HCI are permanent. Figure 6.8 shows the HCI mechanism in the NMOS transistors.


FIGURE 6.8 Effect of HCI aging in NMOS transistor.

This mechanism can be effectively characterized by shifting the Vth of the NMOS device and which is proportional to the number of the traps, respectively.

$$
\begin{equation*}
\Delta \mathrm{N}_{\mathrm{it}}(\mathrm{t})=\mathrm{C}\left[\frac{\mathrm{I}_{\mathrm{ds}}}{\mathrm{~W}} \mathrm{e}^{\left(\frac{\gamma_{\mathrm{ite}}}{\hat{q}_{\mathrm{t}} \mathrm{e}}\right)} \mathrm{t}\right]^{\mathrm{n}} \tag{6.6}
\end{equation*}
$$

where; C is the technology-dependent constant; Ids is the drain to source current; W is the width of the transistor; $\varnothing_{i t, e}$ is the energy required to overcome the oxide barrier; E is the electrical field at the drain; $\lambda_{\mathrm{e}}$ is the hot electron mean free path; $t$ is the operating time during which transistor under stress condition.

### 6.3.5 TIME-DEPENDENT DIELECTRIC BREAKDOWN (TDDB)

When the thickness of devices created within the dielectric is quite high, it can make the dielectric to breakdown, bringing about a conductive way over the gate oxide. This is an issue in the technologies as supply voltages, and the related electric fields have not been scaling as forcefully as the device dimensions. Since of these, a little thickness of traps is adequate for the oxide to breakdown. As a result, the impact of TDDB has turned out to be less extreme [26]. The degradation of the performance of the CMOS devices eventually affects the metrics of the PUF circuits. BTI is one of the most likely occurred mechanisms in weak PUFs such as SRAM PUFs, butterfly PUFs, etc. On the other hand, mechanisms such as electromigration and hot electron injection affect the performance of the ring oscillator PUF. Most of the failures occur when the transistor parameters are operated beyond certain tolerance limits, and this creates a negative impact on the circuit performance. Over the last decade, a lot of research has been done to eliminate the different degradation mechanisms during the manufacturing and design phase. Many alternative techniques have been deployed to bypass faults and to minimize the degradations, such as adding redundant hardware, clock, and power gating, etc. Degradation mechanisms like TDDB, HCI, and NBTI are mainly dependent on frequency, temperature, and voltage stress.

The process of estimating the aging effect is carried out in two ways, such as inducing the degradation model and integrating the model into a simulation tool. The most commonly used tools, such as cadence relXpert and synopsis H-spice MOSRA, are extensively used to estimate the performance metric (reliability) of the electrical circuit. This process can be carried out in two stages, such as the pre-stress and post-stress stage, respectively. During the pre-stress case, we can measure the Worst-case behavior of the circuit can be affected by the NBTI, HCI, and TDDB and secondary metrics of the circuit such as delay, leakage power can be by effectively measured
by conducting the post-stress analysis. The evaluation methodology of the aging can be done by four stages, as shown in Figure 6.9.


FIGURE 6.9 Evaluation diagram for impact of aging on silicon PUFs.

Flowchart 9 represents the steps involved during the evaluation of the aging under different conditions using HSPICE. An input technology library and operating temperatures are predefined. In the first phase, we need to estimate the performance of the circuit under zero timing conditions (no aging). Then, using HSPICE MOSRA to evaluate the performance of the circuit at different stages under different operating conditions. This process is carried out in two phases, such as pre-stress and post-stress phases, respectively. During the pre-stress phase, inputs are given at different environmental conditions and estimate the threshold voltage of the MOSFETs along with its electrical parameters at different conditions, and various intervals of time produces the report based on MOSRA models. The next step involves calculating the behavior of the circuit at post-stress analysis. During this phase, the percentage of characteristics of the circuit could differ for the actual circuit that could be analyzed (Figure 6.10).


FIGURE 6.10 Flowchart for extracting the delay parameters of a delay-PUF with an arbitrary size.

### 6.3.6 SOURCES OF SOFT ERRORS IN CMOS ICS

Soft errors are another category of the errors that usually occur in CMOS semiconductor technologies. Basically, there are two types of soft errors, such as transient faults (occur mainly due to environmental conditions) and intermittent failures (non-environmental conditions). In this, we are going to discuss the different types of primary sources that are responsible for soft errors such as radiation-induced errors, crosstalk noise, ground bounce, and thermal noise, respectively.

### 6.3.7 RADIATION-INDUCED SOFT ERRORS

These errors mainly occur due to two primary sources, such as neutrons, cosmic rays, and alpha particles. This could mostly occur when an electronic device operated at very high altitudes, such as aerospace and avionic applications. The radiations are directed to the combinational logic, which may induce the error in the transient pulse. This phenomenon mainly occurs in memory devices and sequential circuits, respectively. The momentum when the radiation hits the combinational circuit could affect the transients, and this affects the carries on a long chain of the logic. There are several techniques that have been employed to mitigate the soft errors, and radiation methods are used to protect the storage elements (Figure 6.11).


FIGURE 6.11 The generation of free carriers by an alpha particle hit on an NMOS device.

### 6.3.8 CROSS TALK NOISE

This is another dominant type of reliability issue, and it is mainly classified into two types, such as functional failures due to static noise and timing
failures due to an increase in delay of the communication channel link. This phenomenon impacts the functionality of the device and forces it to works as a malfunction, mainly due to the capacitive coupling. The crosstalk effect should be permanent, and this effect should be excessive as a sudden increase of the overvoltage at gate input of the device.

### 6.3.9 GROUND BOUNCE

This phenomenon usually happened when the unexpected rise of the current drawn from the voltage at the rising edge of the clock in synchronous systems. In such a case, the voltage may spike at an abnormal level; these glitches effectively lower the speed of the device and which is directly proportional to the applied voltage across the network of the system.

### 6.4 ARBITER PUFS

### 6.4.1 ARCHITECTURE AND OPERATION OF ARBITER PUFS

In short, the underlying architecture of the arbiter PUF, as shown in Figure 6.12; it consists of two stages, such as the delay network and arbiter network. The delay network consists of a cascaded connection of multiple delay stages. Each delay stage consists of two multiplexers, which are connected at the top and bottom stage, respectively. The selection for the multiplexer will act as the challenge bit at every stage, therefore depending upon several applied challenges and due to random process variations will make a difference in the delay stages. For each set of the challenge, it will propagate to either the cross or straight. Finally, the arbiter is fed at the final stage of the delay network, which translates the analog timing delay difference into the corresponding digital value. Usually, SR latch or D flip-flop is used as the arbiter to detect the timings delay differences accurately [27-30].

Like arbiter PUFs, several types of PUFs have been proposed to enhance the metrics of the PUF (uniqueness, reliability, and uniformity). The classical arbiter PUF suffers from the linear timing delay difference, which makes it easy to predict the final response of the PUF. Hence to overcome the abovementioned problem and to enhance the unpredictability proposed a set of nonlinear PUFs, such as feed-forward mux PUF, feed-forward mux PUF overlap structure, feed-forward mux PUF cascade structure, feed-forward mux PUF separate structure, etc. This architecture includes a set of arbiters placed in
the middle of the PUF structure; the output generated from each arbiter will acts as the challenge for the further stages, respectively. This architecture significantly improves the numerical modeling attacks. However, the reliability of the PUF has been easily degraded due to environmental effects. The notations that can be used in this chapter can be explained in Table 6.1.


FIGURE 6.12 Basic architecture of the silicon arbiter PUF.

TABLE 6.1 Notations Used in This Chapter

| Notation | Explanation |
| :--- | :--- |
| N | Number of mux stages |
| C | The number of applied challenge vectors |
| A | Input excitation for the delay network |
| R | Response of the final PUF |
| S | Number of stages in the PUF |
| $D_{\text {top }}^{i}$ | Delay of the top multiplexer at $\mathrm{i}^{\text {th }}$ stage |
| $D_{\text {botom }}^{i}$ | Delay of the bottom multiplexer at $\mathrm{i}^{\text {th }}$ stage |
| $\Delta_{i}$ | Delay difference between top and bottom elements at the ith stages |
| $R_{n}$ | Delay difference of N stages |

### 6.4.2 MATHEMATICAL MODELING OF ARBITER PUF

In a real time scenario, the amount of process variations that occurred at each and every stage can be modeled by using statistical static timing analysis (SSTA). In the same way, the amount of delay variations can be
approximated by using the Gaussian distribution. Based on the above discussions we can model each multiplexer as an independent random variable Di, represented by the Gaussian random variable such as $\mathrm{N}\left(\mu, \sigma^{2}\right)$, where $\mu$ represents the mean and $\sigma^{2}$ indicates the standard deviation of delay of the mux. The delay difference between top and bottom MUXes can be represented by $\Delta_{i}=D_{i}^{t}-D_{i}^{b} \sim N\left(0,2 \sigma^{2}\right)$. the final response obtained from the last stage can be modeled by $R_{N}=\sum^{N}(-1)^{c c^{\prime}} \Delta_{i}$ where $C i^{\prime}=\phi_{j=i+1}^{N} C_{j}$ and $c_{N}^{\prime}=0$. The final response generated from the final stage can be given by $R=\operatorname{sign}\left(R_{N}\right)=$ 1 if $R n$ is greater than 0 else output is 0 , respectively.

### 6.4.3 ESTIMATION OF AGING ON ARBITER PUFS

It is an undesirable effect, and it changes the functionality of the hardware device. Therefore, it produces an unavoidable response. Hence eventually, it could increase or decrease the delay of the circuit. NBTI, HCI, and TTDB are the significant factors for contributing to the reliability of the PUF, and the effect of the aging on strong PUFs such as arbiter PUFs can be described adequately. The basic architecture of the arbiter PUF consists of the two stages, such as delay network stage and arbiter stage. The amount of delay variations occurred at each stage can be estimated from the Gaussian distribution curve by measuring the mean and standard deviation, respectively. The conventional arbiter PUF multiplexer will acts as a switching element in the delay network. The variability of the delay can be varied either top mux or bottom mux due to aging effect. The delay associated with the top and bottom multiplexer can be explicitly represented by $D_{\text {top }}^{i}$ and $D_{\text {botoom }}^{i}$, respectively and its delay difference can be expressed by $\Delta^{i}=\stackrel{\text { top }}{D_{\text {top }}^{i}}-D_{\text {botoon }}{ }^{\text {botiom }}$. The Gaussian distribution of the delay can be attributed in terms of mean and standard deviation $\mathrm{N}\left(\mu, \sigma^{2}\right)$. The delay difference of the $\mathrm{i}^{\text {th }}$ stage can be expressed by $\mathrm{N}\left(0,2 \sigma^{2}\right)$. Due to the gradual aging of the device it can lead to delay variability which can be modeled by $\mathrm{N}\left(\mu^{\prime}, \sigma^{2}\right)$ [37-45]. The final delay difference of the aged PUF at $\mathrm{i}^{\text {th }}$ stage can be represented by Eqn. (6.7):

$$
\begin{equation*}
\Delta_{\text {aged }}^{i}=\Delta^{i}\left(1+\frac{\Delta_{\text {aged }}^{i}-\Delta^{i}}{\Delta^{i}}\right)=\Delta^{i}\left(1+p_{i}\right) \tag{6.7}
\end{equation*}
$$

where; $p_{i}$ is the percentage of the delay difference in the $i^{\text {th }}$ stage. Therefore, the Gaussian distribution can be used to model the randomness of the PUF. Figures 6.13(a) and (b) illustrates the variation on delay-difference represented in terms of samples over 2 and 6 hours, respectively.

### 6.4.4 AGING MODEL FOR ARBITER PUF

The arbiter is one of the final and fundamental blocks which decides the final response depending upon the arrival of the two signals. The delay at the final stage can be modeled based on the propagation delay. The delay difference of the aged arbiter can be expressed by Eqn. (6.8):

$$
\begin{equation*}
\Delta_{a g d}^{a r b}=\Delta^{a r b}\left(1+p_{i}\right) \tag{6.8}
\end{equation*}
$$



FIGURE 6.13 Variation of the delay differences during 2 and 6 hours.

As long the device is gets aged the amount of bit error rate can be estimated over the 20 months and in the same way the variation of the delay with respect to mean and standard deviation observed. The amount of delay observed from each delay network can be measured with respect to mean and standard deviations over 0 to 20 months corresponding challenge oX5A5A.

### 6.4.5 ARCHITECTURE OF THE MUX-DECODER PUF ARCHITECTURE

As shown in Figure 6.14, the architecture of the 8-stage mux decoder PUF is similar to the conventional arbiter PUF. Each stage in the delay network consists of one decoder and two multiplexers. A pulse signal is given as input for the decoder and a unique challenge is given to the top and bottom multiplexers at a time, depending upon input challenge and applied input the data is transferred to the one stage to other stage, respectively. The final stage of the delay network is connected to the arbiter, which decides the final response depends upon the arrival of the signal to the arbiter (SR-latch).


FIGURE 6.14 Basic architecture of the mux-decoder arbiter PUF.

### 6.4.6 SIMULATION SETUP AND STATISTICAL PERFORMANCE ANALYSIS OF PROPOSED PUF

The response of the PUF design is mainly relayed on the minute fabrication process variations, to estimate the amount of process variations with respect to delay performed the statistical analysis. In the proposed circuit was simulated using cadence virtuoso 45 nm technology. Estimated the process variations by applying Monte-Carlo (MC) analysis and observed its output response from the six-sigma plot. The response of the PUF design can be measured with respect to its security metrics such as uniqueness, reliability, and randomness, respectively. While calculating the response of the PUF circuit chosen 50 sets of randomly challenges performed the 200 iterations at each stage by applying 200 number of samples at each corner (slow-fast, fast-fast (FF), slow-slow, fast-slow). The uniqueness of the PUF circuit were measured at five different instances, and supply voltage of 0.45 V at $27^{\circ} \mathrm{C}$ temperature and its corresponding Interchip hamming distance should be $47.51 \%, 47.63 \%$, $47.82 \%, 48.21 \%$, and $48.36 \%$ respectively. Similarly, we measured the stability of the PUF circuit at different operating conditions by varying temperatures from $27^{\circ} \mathrm{C}$ to $80^{\circ} \mathrm{C}$. Observed the amount of deviation of rising time, falling time, and delay at four different corners. The overall reliability of the PUF circuit was measured by applying a soft response technique. To evaluate its performance chosen to be 0.45 v and $27^{\circ} \mathrm{C}$ are the reference value and varied the voltage ranging from 0.45 v to 0.9 v , respectively. The maximum reliability of the PUF circuit could be $88 \%$ at $27^{\circ} \mathrm{C}$ and $49.36 \%$ at 0.45 v , respectively.

As shown in Figures 6.15(a) and (b), the number of delay variations concerning the aging could be observed over two hours and four hours. As the device gets, an aging delay of the circuit could increase linearly. Therefore
the amount of occurrence of the bit error rate could be increased enormously; hence, it could affect the overall performance of the circuit.


FIGURE 6.15 Percentage of delay distribution at 2 hours and 4 hours over 200 samples.

### 6.5 CONCLUSION AND FUTURE SCOPE

We have characterized the notation of the physical random/unclonable functions (PUFs) and significantly illustrated the application of the importance of the PUF during the process of authentication. In this chapter, we investigated the significant mechanisms contributing to the effect of aging. We analyzed the impact of the aging on the reliability of the strong PUFs, such as the arbiter PUFs. Analyzed the impact of the switching activity on each delay element and arbiter with respect to mathematical modeling. Therefore the effect of the aging will predominately impact on the targeted application. The simulation results describe the impact of the delay of each stage of the switching element and arbiter.

Fabrication of proposed and thoroughly tested decoder-mux based strong PUF architecture can be considered for future work since it can be used in many real-time IoT authentication applications.
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#### Abstract

Recently emerged portable high-performance battery-powered medical equipments, MP3 and MP4 music systems, cell phones, high resolution digital cameras, camcorders, and high-definition TV (HDTV) sets operate at low power to avoid frequent recharge and ensure long battery life. Microprocessors and DSP processors operating at GHz frequencies and high packaging density mobile devices with many functions undergo large-signal switching transitions leads to power consumption. The dissipated power will be appeared as a heat and leads to the temperature rise, causes the malfunction of semiconductor devices, affects the reliability. Hence, fans and cooling mechanisms are necessary to reduce the dissipated heat and ensure the reliability as well as reduction of design cost. The above-stated challenges demand the semiconductor devices operation at low voltage and low power. Hence, at present VLSI design was transformed to three-dimensional space, with power also as a design parameter along with chip density, performance. This chapter dealt with the low power techniques and power aware methods are considered to meet the requirements in SoCs. In VLSI, implementation can be performed at various abstraction levels. Similarly, low power methodologies incorporated in VLSI can also span to various abstraction levels from device to system. Based on the level of implementation design parameters will vary. For example, at device level, device, and interconnects


geometry, threshold voltage (Vt) are the parameters to design low power methods. Clocking strategies, design methodologies, and voltage swing are the measures at circuit level. Parallelism, pipelining, and bus topologies are used as parameters at the architecture level. Data processing algorithms which minimize the switching activity for a given task are considered at the system level. High performance portable equipment, power-aware design techniques are desired to maximize the performance under power dissipation scenario. These methods can also help to reduce the energy cost. Hence power-aware verification plays an important role at present since semiconductor processing technology is continuously scaling down in terms of voltage and size with the aim of achieving performance, functionality at low power. In this work, various power management design techniques and the specification of power state tables (PSTs), switching networks, signal isolation, state retention, and restoration of APB protocol are introduced. APB is low performance and low bandwidth bus used to connect the peripherals like UART, keypad, timer, etc., to the bus architecture.

### 7.1 INTRODUCTION

Electronic applications are largely miniaturized, transformed from large computers to the system on chip ( SoC )-based handheld portable devices, especially in medical, mobile, and entertainment applications. These devices also have long battery life with many features/functionalities available on a single SoC. These are possible due to advances in the semiconductor processing industry in terms of scaling feature size and supply voltage, which achieves exponential growth in chip density and more and more functions per unit area. Chip density, the number of transistors doubles every 18 months [16], i.e., a two-fold number of transistors are placed in the same die area impacts the overall power consumption increases by 2.7 times [2]. Technology scaling affects the supply voltage, which will be decreased not at the pace of an increase in chip density [4]. The frequency of operation is also impacting the chip power consumption. The general purpose and DSP processors operating at GHz speed are prone to a large number of switching activities, short circuits, and leakage currents, leading to the static and dynamic power dissipation and generation of heat within the device. The rise in temperature causes malfunctioning of the semiconductor devices, which in turn affects the reliability. Temperature is controlled by incorporating fans, blowers, and cooling mechanisms but which increases the
design cost. Real-world computation and mobile applications are operating at high performance and also contain large density circuits consuming a lot of power. Today's VLSI design space was converted as three-dimensional since power has taken a fore front compared to performance and area. Hence, there are a lot of scopes to propose the various research solutions for power consumption minimization in the case of high speed and high-density chips. This work focuses on the proposal of low power CMOS design and standard power verification methodologies for complex SoCs, which are operating at high frequencies and with high density where power consumption can be within acceptable limits.

### 7.2 MATHEMATICAL MODELING

CMOS technology is preferred for the implementation of many applications due to low power consumption in stable logic states. Static power dissipation is zero, since at any time either p or n block only conduct. The major contribution is dynamic which will occur during the transition from logic 0 to logic 1 and vice versa. But in the case of high-density chips which are operating at reduced supply, channel length and threshold voltages Static power dissipation was observed in stable states due to leakage currents. Hence the total power dissipation of a CMOS inverter is the amalgam of static and dynamic components, can be quantitatively represented as in Eqn. (7.1):

$$
\begin{equation*}
P_{\text {Total }}=P_{\text {Static }}+P_{\text {Dynamic }}=P_{\text {Leakage }}+P_{\text {Short_Circuit }}+P_{\text {Switching }} \tag{7.1}
\end{equation*}
$$

### 7.2.1 DYNAMIC POWER DISSIPATION

In CMOS devices dynamic power component is due to the load and transistors power consumption occurs because of transitions at input and output nodes and also due simultaneous on and off P and N blocks circuitry as shown in Figure 7.1.

### 7.2.2 SIGNAL SWITCHING POWER

Whenever input signal switches from logic 1 to logic $0, \mathrm{p}$ device is on, current flowing from Vdd to C 1 , charges load capacitor Vdd changes the
output from logic 0 to logic 1 results in power rise at the output as shown in Figure 7.1(a). In a similar manner if an input switch from logic 0 to logic 1 , NMOS device is on, C 1 , discharges from logic 1 to logic 0 results to power fall at the output. Switching power is the energy required to charge/discharge the capacitor and independent of the duration of fall and rise times.

Switching power of a CMOS gate is quantitatively represented in Eqn. (7.2):

$$
\begin{equation*}
\text { switching }=\alpha \times \mathrm{C}_{1} \times \mathrm{V}_{\mathrm{dd}}^{2} \times \mathrm{f} \tag{7.2}
\end{equation*}
$$

where; f is the switching frequency; $\alpha$ is the node transition parameter, effective number of power-consuming voltage transitions experienced by node per clock cycle and $\boldsymbol{C}_{1}$ is the load capacitance.

### 7.2.3 SHORT CIRCUIT POWER

Short circuit currents are due to simultaneous on and off of ' $p$ ' and ' $n$ ' blocks during transition as shown in Figure 7.1(b). It is a considerable parameter when rise and false times are large and load capacitance is small.


FIGURE 7.1 Dynamic power consumption: (a) switching power; (b) short circuit power.

### 7.3 STATIC POWER

In the case of submicron CMOS inverter, the NMOS and PMOS transistors are having nonzero reverse leakage and subthreshold currents. In a
high-density CMOS VLSI chip transistors are operating near sub-threshold voltages considerable power dissipation is observed due to the leakage currents and which is determined by the processing parameters. System nodes which are under 100 nm contribute leakage power and it is around $40 \%$ in case of 65 nm node. In case of short channel devices, the channel length is the same order of magnitude as the depletion-layer widths of the source and drain junction [7]. Many short channel leakages such as draininduced punch-through currents, surface scattering, hot carriers' injection from gate, and inverse leakage currents from drain and substrate, etc., will be observed as shown in Figure 7.2. To enhance the battery life of appliances, measures are required to reduce the leakage power.


FIGURE 7.2 Transistor leakage currents.

The reverse leakage current is determined quantitatively using Eqn. (7.3):

$$
\begin{equation*}
\mathrm{I}_{\mathrm{lk}} \mathrm{a}=\mathrm{I}_{\mathrm{s}}\left(\mathrm{eqVddkT}^{\mathrm{q}}-1\right) \tag{7.3}
\end{equation*}
$$

### 7.4 LOW POWER DESIGN

Currently, many real time electronic appliances like mobiles, wireless network interfaces require low power consumption to sustain for a longer time. There are many techniques developed during the last 10 years to satisfy the power requirements of SoCs and ASICs [5]. Performance of chip also affects the power consumption. Enhanced speed of operation of electronic devices increases the power consumption of the chip, since dynamic power is directly proportional to the frequency of operation. Though static power
consumption is zero for CMOS devices, due to scaling there exist reverse leakage currents of drain and gate and short cannel, subthreshold and hot carrier injection (HCI) currents, etc., plays a vital in high density chip. Leakage currents can be reduced by reducing the supply voltage for proper operation. The major component of power dissipation in CMOS is dynamic power which is due to device and load conduction and signal switching. This dynamic power can be reduced by reducing the switching transitions and adjusting the operational frequency. The above stated issues lead to the proper design of CMOS low power and low voltage methodologies. SoCs with these features enhances the complexity. Moreover, life of the battery depends upon the power drawn by the system. Hence power consumption of chip should be kept within the acceptable limits to enhance the life of the devices. In this section few important methods such as substrate biasing, "clock gating, multi-switching (multi-Vt) threshold transistors, dynamic voltage and frequency scaling (DVFS), and unified power format (UPF)" [2], voltage scaling, up to sub one volt and RTL-based techniques are explained to reduce static and dynamic power.

### 7.4.1 CLOCK GATING

In this method, a gated clock, as shown in Figure 7.3, is applied, which provides a way to stop the original circuit to make transition at the subsequent redundant clock cycle. This method minimizes the dynamic power. In the case of reactive circuits, the idle state exists for a longer range of clock cycles [6].


FIGURE 7.3 Clock gating.

### 7.4.2 POWER GATING

Power gating is also known as power down technique, reduces the power consumption by putting off the contemporary unused portion of the circuit as shown in Figure 7.4. "Shutting down the blocks can be accomplished either by software program or hardware" [2]. Hardware timers are also used. It affects the design and architecture of the circuit more than clock gating. Timing delays are also more in this method since power gated modes are to be correctly entered and executed [6].


FIGURE 7.4 Power gating.

### 7.4.3 MULTI-VOLTAGE DESIGN

Nowadays in many chips, core, and output circuitry are operating at different supply voltages. These chips use multi-threshold CMOS (MTCMOS) transistors $\left(\mathrm{V}_{\mathrm{th}}\right)$ to implement the assigned functionality with optimal power is shown in Figure 7.5. Low $\mathrm{V}_{\text {th }}$ devices with low swing switch faster are beneficial to be placed in the critical path to minimize clock delays. "But the disadvantage with the low $\mathrm{V}_{\text {th }}$ devices is prone to higher static leakage power. Hence high $V_{\text {th }}$ devices are used in non-critical paths to reduce static leakage power without having much delay" [2]. Typical large $\mathrm{V}_{\mathrm{th}}$ devices have 10 times less static leakage compare to with low $\mathrm{V}_{\mathrm{th}}$ devices.


FIGURE 7.5 Multi-voltage design.

### 7.4.4 VOLTAGE/FREQUENCY SCALING

Dynamic power is proportional to the frequency. Frequency scaling shown in Figure 7.6 is used to adjust the frequency of a microprocessor dynamically either to conserve power or to reduce the heat generated by the chip. This method is also known as CPU throttling used in laptops and mobiles [6].


FIGURE 7.6 Voltage/frequency scaling.

### 7.5 NEED OF VERIFICATION

Semiconductor market demands for sophisticated ICs and in small packages. The main objective of functional verification is early detection of faults and
to determine the solutions which are mapped into the ICs. The role of verification engineers is critical compared to RTL designers. The verification methods are discussed in further sections.

### 7.6 UPF OR IEEE 1801

UPF is proposed to meet the power objectives intended for electronic systems and designs. Since servers in information centers are used for applications such as the internet of things (IoT), electronic systems make use of enormous amount of energy on each day. Managing power demand through power gating and additional related techniques is needed in various electronic systems, specially to minimize heat and cooling cost as well as enhancing battery life. Power management involves partitioning a design into autonomous power domains and possible to operate in different power modes that optimize power utilization for every functional mode of the design. The UPF standard recommends a portable, vendor independent format essential for the management of power in structural design of a system to perform verification as well as accomplishment of the design flow aspects. The UPF is an IEEE 1801 standard and developed by Accellera. The prime objective of UPF is to design, simulate, and verify the chip designs having more power states and islands very easily. It is nothing but a power architecture which consists of power network and low power techniques. UPF enables power verification at the early stages of the design cycle, but it should be consistent at any stage of the design cycle. designs also modified correspondingly at the respective stages.

The UPF plays a key role in case of dynamic and static power issues in the CMOS low power process technology. A higher process node is more important since many functions are incorporated in a minimal area at low price. But it creates a power leakage since it needs minimum gate-to-source voltage differential to have conduction between drain and source terminals are creates a limit. Device supply voltage and its switching frequency contribute to dynamic power whereas supply, geometries, doping, and leakage currents directly contribute to a leakage power.

The emergence of new generation technologies with small threshold voltage devices causes the leakage power with increased static power dissipation [3]. To realize high performance chips, lower threshold voltage devices are preferred, but they are responsible to the increase of leakage power. At lower technologies like 65 nm [5] leakage power is a major
concern in addition to the dynamic power. Hence supply voltage scaling is an important power management technique used to control the leakage and dynamic power components. Hence at present people are putting efforts on developing methods with voltage as a design parameter. Power reduction techniques such as multi-voltage, power gating, clock gating, dynamic voltage, and frequency scaling and management techniques are based on scaling and also power distribution network across the chip. In case of SoCs, power reduction methods are not sufficient, hence power verification methods are also necessary can be introduced at any abstraction level such as transistor, gate, or RTL.

### 7.7 UPF: FUNDAMENTAL MODELING CONSTRUCTS

UPF is the power management and verification methodology facilitate the incorporation of various power reduction techniques required for the formulation, modeling, and mapping of the power specification into the design. General UPF specification covers requirements such as the number and names of power domains and their constituent elements in terms of HDL instances, power distribution network type for the proposed design, corresponding states and customized specifications based on the considerations and conditions of the design. VLSI power design flow is shown in Figure 7.7. From Figure 7.7, it was observed that power files are also integrated with the HDL source files in the project. Both RTL source and power files play an important role to describe the design. Design RTL and UPF files are the input to all the tools of the flow such as simulator, synthesizer, place, and route, etc. Synthesis tool reads both the RTL and UPF design input files and produce a netlist. New UPF file can be generated by combining with the netlist, automatically or manually. PDF file which was inputted can be reused without changes at later stages of the design flow or alternate UPF files may also be used. In such case name of a UPF file need to be changed. Like DRC, UPF-aware logical equivalence checker can read the full design file perform the checks including the results of the UPF commands to ensure equivalence. Place and Route tool read both the netlist and the UPF files and produces the layout [10].

Power aware designs are introduced and verified at the early stages of the design cycle. In old designs power verification was implemented at the physical design stage since those designs have less no of pins and connections. It was known that all the design was available in on condition for all the time since power consumption of the chip was within the limits. Hence
power supply network was simple with supply ports and nets but no other complicated power reduction techniques are not placed in the power designs. At present due to high density, low voltage and high-speed compactness of ICS, power-aware methods are to be included along with the power pins at the earlier stages due to complexity of layout. The power methods require additional circuitry and separate cells like isolation cells, level shifter cells, power switches, etc., in the design as well as during placement. At any point of time, all the blocks are not active; hence they are to be kept in power-down mode by applying gating techniques. Isolation blocks are inserted between blocks for valid transmission. In case of denser ICS core and peripheral circuits are operated at different voltages. To maintain the proper signal transmission strength level shifters are used between them. The power reduction methods can not disturb the functionality since they are switching between different modes and also at various voltage and frequency levels. Power design was introduced at the later stages fault detection is also a big problem hence designers are introducing power verification at the RTL level itself.


FIGURE 7.7 UPF VLSI design flow.

In conventional UPF design flow, there were few practical challenges such as errors are not identified at the early stage hence might lead to the wrong implementation of the power design. In addition to that, the UPF standard has a limitation of parallel development of power circuitry for complex designs. PDF file has to capture the Power-Aware characteristics of the design at the RTL/gate level in a compact form by the simulator. The scope of the UPF file is to make available in standard format to denote the supply network, switches, isolation, data retention, etc. UPF constructs are fundamentally classified into the following categories:

- Design scope;
- Primary power ports and primary ground;
- Power supply and supply networks;
- Power domains, interfaces, and boundaries;
- Power strategies;
- Power states and modes of operations.

These are the primary constituent parts used to model the power design like HDL constructs with the original design. The design methodology includes hierarchical top-down design module/instance names and power domains whose boundaries are defined by the hierarchical instance paths. Language reference manual (LRM) contains "the syntax and semantics of UPF constituent parts ensures accurate definition and with the inherent logical and lexical meaning of the defined constructs. UPF is the driving force for all the PA design verification and implementation automation tools. These tools are able to interpret and analyze the UPF fundamental constructs according to source and sink communication models which support inter or intradomain communication, strategy association, special power-aware cell such as ISO, LS, etc." [1]. insertions, deployment of corruption models, debugging, reporting of results, etc. HDL instances, ports, and nets are used to infer corresponding cells, supply, and control signals.

The implementation of fundamental components in UPF are described below in UPF 3.0. The backbone of UPF is TCL script only.

1. Top Power Domain: As in case of design the Top Power domain is created as follows: create_power_domainpd_SoC
2. Primary Power Ports and Primary Ground: Primary power ports and ground are implemented as follows: create_supply_portvdd_soc-domain pd_soc
create_supply_portvdd_soc_low-domain pd_soc
create_supply_portvss_soc-domain pd_soc
3. Power Supply and Supply Networks: Various supply nets for power and ground are specified below:
"create_supply_netvdd_soc_n-domain pd_soc
create_supply_netvdd_soc_low_n-domain pd_soc
create_supply_netvss_soc_n-domain pd_soc
\#connect the supply ports to the supply nets
connect_supply_netvdd_soc_n-ports \{vdd_soc\}
connect_supply_netvdd_soc_low_n-ports \{vdd_soc_low\}
connect_supply_netvss_soc_n-ports \{vss_soc\}" [5].
4. Power Domain: This used for various primary supply net are mentioned below.
"set_domain_supply_netpd_soc \}
-primary_power_netvdd_soc_n \}
-primary_ground_netvss_soc_n
\#create switchable power domains
create_power_domain PD_slave0-elements s0
\#specify the supply ports for power and ground
create_supply_port Vslave0_port-domain PD_slave0
create_supply_port Gslave0_port-domain PD_slave0" [10].
5. Isolation Cells: These cells are placed between two blocks can be independently powered off. When a design block is powered off, the isolation cell clamps its output to a predetermined value so that the active block is protected from undesired signals and interrupts from the powered off block. Isolation blocks are created as follows.
"\#isolation strategy for UART power domain
set_isolation iso_slave0 $\backslash$
domain PD_slave0 $\backslash$
isolation_power_net Vslave0_net $\backslash$
clamp_value $0 \backslash$
applies_to outputs
\#isolation control
set_isolation_control iso_slave0 $\backslash$
-domain PD_slave0 $\backslash$
-isolation_signal slave0_iso_en \}
-isolation_sense high" [8]
6. Level Shifters: "They convert the voltage range of an output signal to a different voltage range suitable for the input logic of the receiving block. The level shifter is created as follows" [4].
\#set the level shifter
set_level_shifterapb_shifter-domain pd_soc \}
applies_to outputs-location self-rule both
7. Retention Registers: These are used to preserve the state history of a power domain during on and off transition. The memory cell which was not initialized/reset will have an unpredictable initial value represented 'X.' UPF code to create retention register is mentioned below.
"retention specification for UART power domain
set_retention slave0_ret \}
-domain PD_slave0 $\backslash$
-elements $\{\mathrm{s} 0\} \backslash$
-retention_power_net Vslave0_net
\#retention control specification
set_retention_control slave0_ret \}
-domain PD_slave0
-save signal \{ret_PD_slave0 posedge\} \}
-restore_signal \{ret_PD_slave0 negedge\}" [2].
8. Power Switches: It controls the power flow from supply to power domains. They are managed by the signals sourced from a power management unit within the SoC . Whenever they receive a request, they establish a flow of current to the concern power domain. The following code explains creation of a power switch for a slave power domain.
"create_power_switch slave0_sw-domain PD_slave0 $\backslash$
-output_supply_port \{vout_p slave0_primary_power\} \}
-input_supply_port \{vin_p Vslave0_net\} $\backslash$
-control_port \{ctrl_p PD_slave0_cntl\} $\backslash$
-on_state \{full_onvin_p \{ctrl_p\}\}" [1].
9. Power Supply Network: "The concept of power domains and multivoltage creates a need for a network and hierarchy of power lines, switches, and on-chip and off-chip power regulators. Since some of the power lines can be controlled to supply different voltage levels at different times, care must be taken when coordinating the voltage levels with clock frequencies for a given power state" [2].
```
#specify the supply nets for power and ground
"create_supply_net Vslave0_net-domain PD_slave0
create_supply_net Gslave0_net-domain PD_slave0
create_supply_net slave0_primary_power-domain PD_slave0
#connect the supply ports to the supply nets
connect_supply_net Vslave0_net-ports {Vslave0_port}
connect_supply_net Gslave0_net-ports {Gslave0_port}
#specify the domain primary supply net
set_domain_supply_net PD_slave0 \
-primary_power_net slave0_primary_power \
-primary_ground_net Vslave0_net" [5].
```


### 7.8 APB DESCRIPTION

This section describes the modeling and implementation of AMBA in UPF. it is a part of APB bus and also be the subshell of the AMBA architecture. It defines a low-cost interface with the minimal power consumption. AMBA design includes direct memory access (DMA) or digital signal processor (DSP) as bus masters, and the test circuitry. In general, external memory interface, the advanced peripheral bus (APB) bridge and internal memory, etc., as the common AHB slaves. "It was not pipelined and is used to interface the low-bandwidth peripherals which are not necessary for high performance AXI protocol. The APB protocol synchronizes signal transition to the rising edge of the clock, to simplify the integration of APB peripherals into any design. Each transfer needs at least two cycles" [6].

### 7.8.1 APB PROTOCOL

The APB is a component of the AMBA performs a sequence of significance transfers at low power consumption and minimize interface environment. The APB is used to interface several peripherals which are at low data transmission and without pipelined transfer interface. In APB all signals are synchronized with the rising edge of the clock [4, 5]. The advanced RISC machine (ARM) microprocessor is very popular for SoC solutions. Interfacing of two APB devices is shown in Figure 7.8.

### 7.9 APB PROTOCOL POWER MANAGEMENT ARCHITECTURE

APB SOC, in addition to the normal power networks, ports, and additional low power techniques are also required to operate properly. Hence active low power management techniques such as power gating, multiple voltage supplies, partitioning the design into separate functional areas which can be incorporated into the SoC architecture can be powered ON/OFF independently. Additional logic such as power switching, isolation, level shifting, and state retention are to be inserted into the design to perform special functions. These additional components contribute to the power management architecture for a given system.


FIGURE 7.8 Interfacing of APB master and slave.


FIGURE 7.9 State diagram represents operation of APB protocol [3].

### 7.9.1 APB IMPLEMENTATION

Implementation of APB in UPF can be carried out using two modules known as master and slave. Either of them can be powered ON/OFF independently. Both master and slave outputs are protected from wrong signals from a powered OFF driver by the use of isolation cells. Isolation cells always gets a constant supply. "The top power management module captures the control signals in order to close the power domain switches. It also drives the retention signals to retain the memory and register content on whenever required" [5]. In this work, APB is implemented as a top module as shown in Figure 7.10, which contains a master and slave as submodules. Master executes read-write operation by a slave. During a write operation, the master writes to the particular slave addressed by the address line. During the read operation, the master enables the address of slave from which it wants to read the data.

### 7.9.2 OPERATING MODES

Power management design for a given system involves the functional description and operating modes of the system. The aim of the active power management system is to optimize the use of power based on functions and also performance of the APB system at any time. The first step is the recognition of distinct combinations and the no of combinations of functions are required for proper use. Partitioning of the SoC is performed based on the set of individual operating modes which independently powered on/off subsystems/subcomponents, so that any given operating mode can be supported by providing the necessary subsystem with the appropriate power. For example, block diagram of a design shown in Figure 7.10 has two operating modes ON and OFF. In the proposed architecture APB top module which contains a master and slave as subsystems. "UPF file is intended for the complete design considering both as switchable modules in order to preserve the power. The top architecture contains two power domains including top module. These are switchable according to conditions written in power state table (PST) using power switch domain. The top power domain works on 0.99 V and 0.81 V correspondingly. Retention cells are developed and shown in the Top Power module are useful to save values before particular domain gets switched OFF and restore the same after domain gets switched ON. The sequence of UPF commands in the power-aware design are represented in Figure 7.11 used to perform operations on the top module in order to conserve the power [1].


FIGURE 7.10 RTL implementation of APB top module architecture with UPF.

```
\(>\) set_design_top
\(>\) set scope
\(>\) create power_domain
\(>\) creare_supply_port
\(>\) create_supply_net
> connect_supply_net-port
\(>\) create_power_switch
\(>\) set_isolation
\(>\) set_isolation_control
\(>\) set_retention
\(>\) set_retention_control
\(>\) set level shifter
```

FIGURE 7.11 UPF commands operated on top power module file [7].

### 7.10 SIMULATION RESULTS

In this work APB protocol was implemented without power-aware and with Power-aware design (UPF) using HDL and compared. The simulation results are shown in Figures 7.12 and 7.13, respectively. All the states such as isolation, power modes are observed in Figure 7.13 with power aware states. This work concentrates on the implementation of APB protocol in the presence of power aware control signals and the UPF file in the design. While implementing power control signals such as switch ON and OFF for each power domain, isolation signal for the protection of each power domains when power on and off, retention signal to save the data before power off to the power domain and level shifter signal to convert the voltage high to low and vice versa between various parts of the circuit. Switch signal is used to switch between normal and power-aware modes whenever it is asserted to low, the assigned power domain is moved to the off state at the time save signal is enabled in order to save the relevant data present at that time. "During this period isolation signal is enabled to isolate the power domain from the other power domains, so that it doesn't affect by the other domains. When the switch signal is high, then assigned power domain will be in the on state, then the restore signal is enabled and saves the data, after few times periods isolation signal will be low to remove isolation" [1].


FIGURE 7.12 Simulation results of APB without UPF.


FIGURE 7.13 Simulation results of APB with UPF.

Finite state machine (FSM) shown in Figure 7.14 corresponds to the PST. It is a table that represents the permitted combinations of power states for those set of supply nets/supply ports.


FIGURE 7.14 FSM for power state table.

### 7.11 CONCLUSION

Active power management is a fundamental problem that needs to be addressed, especially in case of high density, small size, and high performance SoCs are the integral part of many applications such as mobile, health, and network applications where power dissipation is high due to high switching rate. To integrate active power management methods into a complex SoC
designs and ensuring that they were working correctly and also not affecting the original functionality of the chip is also an important task. The methodology needs to define, build, and verify the appropriate power management architecture. IEEE Standard 1801 UPF is PA methodology perform static analysis of power management architecture, power-aware simulation of power managed designs, and formal verification of power control logic. These methods provide a comprehensive solution for defining and verifying active power management.
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#### Abstract

Network-on-chip (NoC) structure indicates a capable pattern concept to manage with growing data transfer needs in digital process. NoC has been come out as a strong aspect that decides the functioning and power utilization of several principal processes. VLSI technology is utilized to change NOC internal router arrangements, shortest route assigning methods and neighbor router assessment control. This minimizes the route assigning process time and to improve NOC structure functioning stage. The present system creates a mesh topology-based network on chip structure. This structure executes the circuit exchanging and blocks of data exchanging for route assigning process. Present blocks of data exchanging method are to detect the router accessibility for mesh topology-based NOC structure pattern and circuit exchanging method is utilized to detect the route presence for mesh topology NoC structure. The present system optimizes the route assigning time and effectively transmits the data from the source to destination. Present system increases the circuit complexity stage and it consumes more time for circuit analysis process. Proposed system creates a mesh topology depend router structure pattern and minimize the route sharing methods using hybrid system.


### 8.1 BLOCK OF DATA FORMAT

The network-on-chip (NoC) consists of objects which are related through links with a data width of the sequence of data that is transported across a network [1]. Each transmission of a data element on such a hyperlink is referred as NoC sequence of data that is transported across a network. To permit the switch of big sized units of memories a couple of sequence of data that is transported across a network can be merged to NoC block of data. Hence, a sequence of data that is transported across a is drawn out with two more bits for the type (FLIT_TYPE_WIDTH) which are brought in at the MSB [1]. The bits denotes whether this is the first sequence of data that is transported across a network in a NoC block of data (bit 0 ) and/or this is the last sequence of data that is transported across a network in a NoC block of data (bit 1). As we use wormhole routing, such block of data is the indivisible routing block. If you have a 32 -bit data width that means, that a sequence of data that is transported across a network is 34-bit wide. Those sequences of data that is transported across a network create a block of data by way of setting the type bits correspondingly. A block of data of length N has the sequence of data that is transported across a network $<01$, sequence of data that is transported across a network $0>, \mathrm{N}-2$ times $<00$, sequence of data that is transported across a network $i>$, and finally $<10$, sequence of data that is transported across a network $\mathrm{N}-1>$. It is additionally feasible to have a block of data of size 1 ( $<11$, sequence of data that is transported across a network $0>$ ).

The first sequence of data that is transported across a network steadily has the limited location of the block of data header. The NoC itself solely needs that the first PH_DEST_WIDTH comprises the target id. This is utilized to do the routing search for (as we do dispense routing). The other bits of the header can be utilized freely, and the associated blocks of course use those bits (Figure 8.1).

| 33 | 32 | 3128 | 27 |
| :---: | :---: | :---: | :---: |
| $\bigcirc$ | 1 | destination | remaining header |
| $\bigcirc$ | 0 | payload flit 0 |  |
| 0 | 0 | payload flit I |  |
| ... ... ... |  |  |  |
| 1 | 0 |  | oad flit n |

FIGURE 8.1 Block of data format.

Summarized the NoC has two factors that outline the block of data organization:

SEQUENCE OF DATA THAT IS TRANSPORTED ACROSS A NETWORK_DATA_WIDTH-

Width of the true sequence of data that is transported across a network data.

PH_DEST_WIDTH-
Quantity of most giant bits in the header that decide the break spot of a block of data. For SEQUENCE OF DATA THAT IS TRANSPORTED ACROSS A NETWORK_DATA_WIDTH=32 and a NoC with up to 16 associated blocks (PH_DEST_WIDTH=4) the NoC block of data are created like this.

### 8.2 EXCHANGING METHODS

Once the arrangement of the elements of the NoC is decided, the exchanging method, or how statistics moves in the data forwarding devices, should be found out. This concerned describing the granularity of facts switch and the exchanging method [11]. Data is transmitted on a connection, which has a constant width, recorded in bits. The quantity of records transmitted in one cycle on a connection is known to as the physical units (physical unit). Two data forwarding devices coordinates every data transmission, to assure that buffers do no longer spread out. Connection-level waft control is utilized for this, and can be depends totally on handshaking or the use of credit [5]. A part of the synchronization is known as a sequence of data that is transported across a network (flow manipulate unit), and it is at least as large as a physical unit. At last, a couple of sequence of data that is transported across a network comprise a block of data, many of which may additionally create messages that blocks associated to the NoC and communicate between them [12]. Messages can be utilized for exceptional NoC programming concepts, along with message transferring and distributed-shared memory (Figure 8.2 displays this configuration). To extend the block of dataization effectiveness message and block of data borders do not want to be organized, as shown in Figure 8.2.

Different NoCs use exclusive physical unit, sequence of data that is transported across a network, block of data, and message sizes. The physical unit and sequence of data that is transported across a network size reproduce various diagram selections, such as hyperlink speed versus muter arbitration
pace [12]. For example, /Ethereal makes use of physical units of 32 bits, a sequence of data that is transported across a network of three physical units (or words), and a block of data and messages of unbounded length. Nostrum two utilizes physical units of 128 bits, and sequence of data that is transported across a network equal to 1 physical unit. SPIN two utilizes physical units and sequence of data that is transported across a network of 36 bits, and block of data can be unbounded in length [5]. Physical units are applicable for the hyperlink layer, and will not be further described. The exchange method decides how the sequence of data that is transported across a network and block of data are transported and saved by way of the data forwarding devices. Note that the exchanging method decides how statistics flows via the NoC, moreover no longer alongside which path.


FIGURE 8.2 Physical units, sequence of data that is transported across a network, block of data and message.

Two major types of moving sequence of data that is transported across a network exists: design exchanging and block of data exchanging. Fundamentally, in design, exchanging a design with a constant physical path is created among transmitter and receiver, and all the sequence of data that is transported across a network of the message are sent out on this design. Alternatively, in block of data exchanging the block of data comprising a message creates their path and does not depend from transmitter to receiver, possibly along limited paths, and with surprising delays. We talk about the methods, and countless transforms, in a detailed manner as follows. To decide an exchanging method for an NoC, a diversity of problems have to be managed, as like the granularity of the facts to be transmitted, and the transmitting frequency; the cost and difficulty of the data forwarding device; the vitality and amount of simultaneous moves to be maintained; and the resultant actions (bandwidth, delay) of the NoC [12]. Several categories of

NoC frequently use one-of-a-kind exchanging methods. The exchanging method robustly controls QoS, in fact, to provide one-of-a-kind QoS layers, NoCs can use a couple of exchanging methods at the equal time.

### 8.2.1 CIRCUIT EXCHANGING

Data from one block to every other are transmitted in their entity when the usage of design exchanging. At the beginning, a bodily route, that is, a sequence of hyperlinks and data forwarding devices, from transmitting to receiving block is decided and allocated for the design. Reasonably, the head sequence of data that is transported across a network [1] of the message creates its path from the transmitter to receiver, preserve links beside the path. If it reaches at the receiver barring disagreements (all hyperlinks were existing), an acceptance is transmitted again to the transmitter, who begins data switch [11] on its reception. If a hyperlink is hold by way of any other design, a poor acceptance is sent to the transmitter. Figure 8.3 suggests the creation and utilizing a design over time; RI, R2, and R3 are data forwarding devices alongside the direction of the design. The sheltered boxes display if the inter-data forwarding device wires are engaged [12].


FIGURE 8.3 Circuit exchanging.

After the message transfer, the design is worn out, as a section of the tail sequence of data that is transported across a network. Pure design exchanging has no longer been utilized a whole lot in NoCs, and the main examples are SOC Bus. Circuit exchanging has an extreme primary delay because of the created area that should be finished before data transfer begins [9]. Scouting
routing can decrease this time. Data transfer is more effective, conversely, the entire hyperlink bandwidth is on hand to the design, and consequences in reduced delay. Data should not be buffered in the data forwarding devices (only pipelined maybe), lowering the position of data forwarding devices [12]. Conversely, design exchanging does not ascend nicely as the size of the NoC develops as hyperlinks are engaged additionally if statistics is now not being transmitted at few points of the creation and worn-out stages.

Circuit exchanging is remarkable when data is sent out frequently, or if the verbal exchange style among transmitters and receivers is comparatively stationary. The design can be left in a neighborhood in these situations [5]. If the quantity of statistics to be transferred is huge (creating the creation segment not significant) design exchanging also performs good. ASICs and ASSPs have fairly constant conversation styles, and FPGAs additionally transmits data each cycle on the design. FPGAs completely use design exchanging and ASIC and ASSP NoCs frequently do.

### 8.2.1.1 FUNDAMENTAL PATHS AND FUNDAMENTAL CIRCUITS

Circuit exchanging preserves bodily connections among data forwarding devices. Several digital connections (more in many instances known to as digital paths) can be multiplexed on a no longer be sufficient Fundamental paths to hold all movements. Fundamental-design buffered data forwarding device implementations turn out to be complicated either because of multiplexing the huge category of small buffers, or because of the largely shared buffer executions, as like SRAMs. Data forwarding devices that put in force digital circuits [9] with a single buffer per hyperlink are unnecessary to say do no longer go through from this issue, as explained as follows. The multiplexing of the single Fundamental paths on a single hyperlink needs scheduling at all connection/data forwarding device, and produces an end-to-end schedule of the fundamental circuits [9]. Fundamental circuits with input queuing are utilized. The scheduling of get entry to connections and contact to the (stopping) crossbar in the data forwarding device interfere, creating bandwidth and delay assurance tough to obtain. Hence, the Mango NoC makes use of fundamental-channel buffering executed with the assist of output queuing with a non-blocking crossbar two (Figure 8.3). This, together with a fine hyperlink scheduling method builds it to assure bandwidth and delay on its digital circuits.

Fundamental circuits with one buffer per connection circuits can also be time-multiplexed with one buffer per connection, that is, excluding enough buffering per digital design. Basically, this is completed by means of statically scheduling (using TDM) the usage of all links in the NoC through all Fundamental circuits. Figure 8.4 proposes a $4 \times 4$ data forwarding device with four TDM slots [10]. Each enter has a one-sequence of data that is transported across a network buffer even though it can be utilized through up to 4 digital circuits. The TDM tables displays how digital circuits are mapped from inputs to output in time. At the part of the NoC, sequence of data that is transported across a network [1] are introduced by the network interfaces such that they by no means utilize the similar hyperlink at the equal time. Hence, connection-level go with the flow control and scheduling can be avoided, and solely one sequence of data that is transported across a network buffer per connection is mandatory. This method guesses the propagation velocity of man or woman sequence of data that is transported across a network via the NoC is steady and identified in advance. Sequence of data that is transported across a network wait in the network interfaces till they are injected in the NoC as per the TDM schedule. Note that community interfaces want some kind of end-to-end go with the flow control for lossless working, possible with fundamental-design buffering. The TDM is utilized to globally time table all flows, and as a result, end-to-end bandwidth and delay assurances are easily given [10]. The thinking of globally scheduling all fundamental circuits is used through NuMesh (for parallel processing), Nostrum's looped containers, adaptive SoCs (a SoCs) world scheduling, and Ethereal's contention-free routing.


- input i0 transports two virtual circuits (vc2, vc3)
- input i1 transports one virtual circuit (vC4)
- input i3 transports two virtual circuits (v1, vc5)

FIGURE 8.4 Fundamental circuit exchanging with a single buffer per connection and TDM.

### 8.2.1.2 CIRCUIT MANAGEMENT

Creation and worn-out stages of digital circuits can consume area as explained at the starting of the subdivision. Options surround static or dynamic reservations, back-tracking, and multicast. The task should be monitored such that impasse does not happen now throughout set up. This can be done through retracting a design, or by losing statistics. In additionally, a programming can be centralized in one entity such as a programmable processor. Creation, (negative) acknowledgment, and tear-down can also be encoded as messages like in the ATM and pipelined design exchanging. Creation and worn-out message's application data forwarding devices, the use of a message-based or memory-mapped protocol. Ethereal and Mango are examples of this approach. Control messages can use a one of a kind exchanging schemes (e.g., wormhole (WI-I) block of data exchanging) and unique QoS [6] type. Using messages approves design management to use the NoC itself, casting off a separate control interconnect to configure the NoC.

### 8.2.2 BLOCK OF DATA EXCHANGING

In (fundamental) design exchanging a whole (distributed) direction is held before the data transmission. In contrast, in block of data exchanging, no hyperlink allocations are made, and the block of data comprising a message create their way separately from transmitter to receiver, possibly along distinctive paths, and with unique delays. Ignoring the creation phase eliminates the start-up time (creation until approval), however besides hyperlink reservations, block of data of one-of-a-kind flows may attempt to use a hyperlink at the equal time. This is known as contention, and requires that all however one block of data should wait till the hyperlink turns into accessible again [5]. The start-up waiting time of design exchanging (followed by way of a fixed minimal delay in the data forwarding devices) is changed by a zero-start-up time and a variable prolong due to contention in every data forwarding device alongside the block of data's path. Hence, QoS [6] ensures are more difficult to supply in block of data-switched NoCs than in design-switched NoCs [11]. Buffering needs of SAF exchanging and VCT exchanging are similar, and no NoC has utilized this primary method (Figures 8.5 and 8.6).


FIGURE 8.5 VCT exchanging.


FIGURE 8.6 Wormhole (WH) exchanging.

### 8.2.2.1 WH EXCHANGING

WH exchanging enhances on VCT exchanging through minimizing the buffer necessities to one sequence of data that is transported across a network. This is accomplished by transferring each sequence of data that is transported across a network of a block of data when there is an area for the sequence of data that is transported across a network in the receiving muter (Figure 8.6). If no house is handy in the subsequent data forwarding device for the complete block of data (as required by way of VCT exchanging however no longer with the aid of WH exchanging), the block of data is connected over two or many data forwarding devices. This prevents the connection and hence results in higher congestion than with SAF and VCT exchanging. Connection obstruction can be improved by way of multiplexing fundamental links (or fundamental paths) on one bodily connection. WH exchanging is additionally greater inclined to impasse than SAF and VCT exchanging because
of the recently initiated usage dependency among links. Fundamental paths and/or routing methods can be utilized to keep away from deadlock. Several NoCs use WH exchanging except digital paths utilize constrained topologies to keep away from deadlock. SPIN makes use of a fats tree arrangement with deflection routing and block of data reordering at the receiving community interface, which additionally get out of routing deadlock. Athereal's BE provider type utilizes WH exchanging class and prevents impasse for any arrangement by means of an aggregate of turn-prohibition routing and end-to-end waft manipulate. Other processes, utilize WH exchanging with fundamental paths.

### 8.2.3 COMBINATIONS OF DIFFERENT EXCHANGING

Methods Circuit exchanging and block of data exchanging have distinct traits that may additionally be beneficial to mix in a single NoC. With design exchanging it is rather convenient to assurance bandwidth and delay assures for a given set of (fundamental) circuits. Block of data exchanging, on the different hand, has no idea of (fundamental) circuits and can consequently assist any number of concurrent flows. However; it is challenging to give difficult bandwidth and assured delay. Fundamental design exchanging and block of data exchanging can be blended through assigning Fundamental channel to each class. Assured services are ported to digital circuits and BE services to block of data. Ethereal, Nostrum, and Mango are employed this method. The first two use TDM and Mango makes use of "asynchronous delay assure" scheduling [10]. Note that though WIT exchanging with infinite block of data lengths also makes Fundamental circuits, however to offer end-to-end execution ensures the proper scheduling self-discipline is mandatory. Primary block of data exchanging is gorgeous for very dynamic applications where data transfers exist only for a short duration, alternate frequently, or transforms often in their commands, due to the absence of waft reservations, and creation and tear-down stages. Comparatively short messages (synchronization traffic, cache lines, etc.), to several distinct blocks (e.g., distributed reminiscences and caches) creates relationship-based QoS unacceptable [6]. Relationship-less block of data exchanging with BE service type is hence natural for CMP NoCs. Conversely, to provide confident service classes, relationship-based block of data exchanging, primarily based on (TDM) [10] digital circuits are used effectively for ASICs and ASSPs [8].

### 8.3 ASYNCHRONOUS FIFO IMPLEMENTATION

Distributing numerous bits, whether information bits or manage bits, can be completed by means of an asynchronous FIFO. An asynchronous FIFO is a distributed memories or register buffer in which, statistics is introduced from the write clock area and statistics is separated from the examiner clock area [16]. As both transmitter and receiver function inside their very own corresponding clock areas, utilizing a dual-port buffer, as like FIFO, is a secure method to transmission multi-bit values among clock domains. A general asynchronous FIFO gadget lets in numerous information or manipulate words to be introduced if the FIFO is free. The receiver can then remove out several information or manage words when the FIFO is no longer clear.

### 8.3.1 DESIGN OF AN ASYNCHRONOUS FIFO THROUGH GRAY CODE COUNTERS

The Gray Code counters are utilized in this asynchronous FIFO arrangement for the Read_ pointer and the Write_pointer assuring victorious switch of many-bit facts from write clock (also known as the transmit clock) to study clock (aka the acquire clock). Let us develop at an asynchronous FIFO format that uses Gray Code counter. For the design of the synchronizer, there will be a hypothesis on TxData steadiness. It should be safe for two to three clocks. This builds positive that the CDC sign RxI Data has sufficient time to filter the metastability vicinity and avoid the exact price to RxData. It is assumed that the TxData have to remain to be constant for two clocks each and every time it considers a new cost (i.e., it modifies). This guess is mandatory when you think about that we count on that TxClk is quicker than RxClk. The timing layout of this design is shown in Figure 8.7. Here is a minimal assertion to verify for TxData steadiness [7].

First, the announcement verifies that TxData has transformed at posedge of TxClk. TxData is maintained into the numerous threaded close by changeable data. I ' I I is necessary because of the fact neighborhood information collect have to be linked to a representation. As we do not have any situation, we essentially say "always true" is the representation. "Always true" potential continually saves TxData into the data, every time TxData transforms. Then, we take a look at the CDC boundary clock RxClk that the records have certainly transferred to Rx I Data through evaluating Rx IData with the saved TxData (in the data). One clock later, the RxData have to in shape
the TxData that was once transferred on TxClk. This assures that the CDC I-bit two-flop synchronization performs as planned. Again, be aware that the guess of TxClk quicker than RxClk should be held on to. It is easy to declare to test for glitch on TxData. The above answer believes that TxData does not has glitches.


FIGURE 8.7 Lengthened transmit pulse for exact capture in receiver clock domain.

Let us consider a widespread declaration for a numerous-bit Gray Code counter-dependent statistics transmit diagonally CDC area. This declaration is recorded for the asynchronous FIFO layout. The write data are recorded to fifo_in on welk (write clock); and read from fifo_out on rclk The declaration has to create certain that any information was written on the FIFO at the write pointer, the equal records is read out from FIFO when study pointer is similar to the write pointer.

In this assertion, data_check property exams to see if FIFO is free. If so, saves wr_ptr into the nearby variable "ptr" and the information from FIFO into local variable "data" and show, so that we can observe the announcement is developing for the duration of simulation.

If the forerunner is true, the resultant says that the first match of rd_ptr being the identical as wr_ptr and that the read records is the same as the write records.

Sequence rd_detect(ptr) is utilized as a representation to first_match. It claims that wait from now till continually until you discover a read, and its rd $\_$ptr is similar to the wr_ptr (which is saved in the local variable "ptr" in the antecedent).

Numerous assertions can be written to observe the operations of synchronizer graph. For example, strive to write simple assertions for your synchronizer design [7].

### 8.4 GALS STYLE OF COMMUNICATION

The communication method in NoC obeys the GALS fashion through the usage of a dual-clock FIFO in every data forwarding device [12]. Each data forwarding device in the community has a separate clock (e4, rd-clkl for data forwarding device-1, rd-clk2 for data forwarding device-2, etc.), as proven in Figure 8.8. As NoC helps mesochronous clocking, these clock frequencies have been assumed to be the same, whereas phases may additionally differ. The enter FIFO of data forwarding device-2 sends a request sign (i\#-req2 $=1)$ to data forwarding device-1 till it is full. Data forwarding device-1, after receiving the request signal (in-reg2), sends 32-bit records (ffif2) and a records valid signal (in-val2) to data forwarding device-2 which is synchronous with data forwarding device-1's very own clock (rd-clk1). Data forwarding device-1 also sends this clack signal to data forwarding device-2, which uses it as the write clock of it enter FIFO (wr-clk2). The in-reg2 sign is synchronous with wr-clk2, which is the same as rd-clk1. Therefore, all the indicators (in-req2, sequence of data that is transported across a network2, and in-val2) between data forwarding device-1 and data forwarding device-2 in Figure 8.8 are synchronous with rd-clk1. Similarly, in-req3, sequence of data that is transported across a network3, and in-val3 signals are synchronous with rd-clk2. As every data forwarding device makes use of a separate neighborhood clock and these clocks are globally unbiased of cache different during the network, this communication method leads to the GALS style [12].


FIGURE 8.8 GALS communication.

### 8.5 WORMHOLE ROUTING

Space Wire routing switches appoint wormhole routing [11]. When a block of data starts to arrive at an enter port of a data forwarding device, its target tackle is looked at immediately. If the output port that is to be used to forward the block of data in the direction of its vacation spot is no longer currently being used, the head of the block of data is dispatched to that output port straightaway, with the rest of the block of data following as it is obtained at the input port. There is no buffering of an entire block of data in the data forwarding device, neither before, nor after exchanging [16].

Wormhole routing has a range of blessings over other procedures like shop and forward:

- Lack of block of data buffering;
- Small buffer memory;
- Can guide block of data of arbitrary size;
- Rapid exchanging.

Wormhole routing has one most important issue, that of blocking. When the output port that the block of data is to be transmitted via is no longer prepared or is presently being utilized, the block of data has to stay until it is ready or the block of data presently moving via it has completed. As the tail of a block of data can be unfold out via the network [1, 15], not only is the waiting block of data stopped, but that block of data stops any other block of data in the community which is ready to utilize the links that it is presently engaging. This is explained in Figure 8.9.


FIGURE 8.9 Block of data blocking.

A lengthy block of data is being transmitted from node 1 to node 5 , displayed in blue. Another block of data, displayed in red, desires to go from node 2 to node 5, however when you consider that the hyperlink from data forwarding device 2 to node 5 is previously in use, the crimson block of data is stopped up in data forwarding device 2 . A 0.33 block of data, shown in yellow, desires to go from node 3 to node 6 . This does not use any of the hyperlinks being used with the aid of the first block of data (blue), but it is stopped through the waiting block of data (red) in data forwarding device 1 considering it has to tour over a hyperlink from data forwarding device 1 to data forwarding device 2 . Once there is a blockage its consequence can multiply, producing similarly blockage at some stage in a network [16]. Blocking can appear for a number of purposes:

- A huge block of data is being transmitted;
- The target of the block of data is not prepared to get hold of it;
- Something has long past incorrect on the network, e.g., a connection failure, so that a block of data cannot go forward throughout the unsuccessful connection.

There are few methods that make easier to prevent blocking a network:

- Giant block of data is divided up into several tiny ones, e.g., a photo could be dispatched as a collection of photograph lines;
- Make certain that the target is prepared earlier than sending the block of data, which can be executed the usage of an end-to-end glide control method;
- If the target is no longer equipped to get hold of a block of data it can genuinely throw the block of data away, this can be shared with a retry method to enforce glide monitor, although it may end producing inefficient use of network bandwidth if the vacation spot is frequently now not ready;
- If a block of data does get stopped up for longer than maybe supposed, denoting that a fault has happened, notice this usage of a watchdog timer, and release the jammed block of data.


### 8.6 FUNDAMENTAL CHANNEL (VC) DATA FORWARDING DEVICE ARCHITECTURE DESIGN

Data forwarding device structure is a main location in NoC. To handle the hardware IP cores in multiprocessor system on chip (SoC) [2-4], it wants an
extra help known as NoC. NoC can take control of the amount of IP cores by means of data forwarding device structure and the algorithms based on routing [3]. There are a variety of available data forwarding device configurations present such as wormhole and look-ahead data forwarding device architecture [3]. No buffering gadget is present in wormhole design [7] and hence it acts as more complex. This complexity can be determined by modifying with Fundamental paths to every enter port. A Diagonal Fundamental Channel data forwarding device is suggested, which has six directional ports, and one of them is dedicated to neighborhood port and balance ports are East, West, North, South, and diagonal ports. The fundamental channel (VC) data forwarding device plan is shown in Figure 8.10.

The VC data forwarding device assists to stay away from the trouble of site visitors traffic and routing delay in the group. The objective of the VC data forwarding device is to produce the bandwidth effectivity and improved throughput. This arrangement has more characteristics integrated as like low delay, monitoring the site visitors traffic, and buffer the block of data depend on risky storage method. The first move in the digital channel data forwarding device is to create a record into the buffer and it is known to as buffer queue ( QW ). In the $2^{\text {nd }}$ step, the routing calculation (RC) unit allocates the target address to the header sequence of data that is transported across a network [1, 14]. Then, depending on the header sequence of data that is transported across network information, the block of data is routed to the target. In reality, Switch allocator [11] and crossbar network video display units the nearby data forwarding device to take a look at whether they are engaged or open. With this, data forwarding device will determine to transfer the block of data to nearby data forwarding devices block of data. suppose, if it is busy, then it will stall the block of data in digital paths. In the $1 / 3$ step, VC assigns the block of data, depend totally upon the delivers obtained by means of the swap allocator (SA) [16].

SA can restore the completed indication provided to the VC and VIP allocators. Depending on the grants, VC allocator assigns the block of data into the buffer queue. If the buffers are full, then it shutdowns the block of data; or else, it passes the block of data to the cross-bar network. In the fourth step, swap traversal (ST) transmits the block of data to the related output port and hyperlink traversal (LT) is associated to the equivalent succeeding data forwarding device. Switch traversal (ST) [11] and LT are part of VIP. This data forwarding device will function primarily depending on the size dispensed routing algorithm. A small transform is carried out in VC data
forwarding device layout by means of inserting a new diagonal port to the muter [2, 13].


FIGURE 8.10 Fundamental channel data forwarding device design.

### 8.7 CONCLUSION

A hybrid method depending on virtual circuit exchanging is proposed to decrease the delay occurring before the data transfer and power of NoCs. The fundamental thought of the suggested hybrid method is to execute virtual circuit exchanging beside with circuit exchanging (CS) and blocks of data exchanging (PS). A shortest route algorithm is also offered to smartly assign VCS connections and CS connections for a specified traffic in mesh linked NoCs, so that the time consumed to transfer the data in blocks. The delay occurring before the data transfer and total energy utilized by the NoC circuit is minimized. Blocks of data based NoC structures are presently the leading selection to discuss the data transfer needs of SoCs. The resource-controlled nature of such networks distinguishes them from conventional off-networks, and hence, requires exact and effective analysis of their presentation, fault-tolerance, and energy activities. We suggest a queuing-theory-depend systematic model for 2D mesh networks, which executes delay occurring before the data transfer and power testing at the quality of special router sub-blocks for improved precision.
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#### Abstract

Network-on-chip (NoC) is a special and unique case of parallel computing systems defined by tight constraints such as availability of resources, area, cost of the NoC architecture and power consumption. A NoC is designed of three main components: switches, network interfaces (NIs), and links. It is a technology that is proposed to solve the shortcoming of buses. This technique is to design communication subsystem among IP cores (intellectual property core) in a SoC design. The strategy by which bundles are guided from source to destination can be deterministic, unaware, or versatile. Systems with no way differences are compelled to utilize deterministic directing techniques; different topologies may utilize unaware or versatile calculations. The three important things to design NoC is topology, routing mechanism and switching algorithm. The topology defines how to interconnect the nodes in the network and switch is enabled after receiving the header of the packet that contains the information about the destination address. The switch input channel is connected to the output channel. There are many switching


techniques used: store- and forward switching, cut-through switching, and wormhole switching. The routing algorithm and network topology are the two important aspects for on-chip communication in NoC. The router makes the path for the received packet to the destination. The main property of route in NoC should make the path to error-free, deadlock-free, and highest performance. The route in the NoC is divided into two parts, one is the source node which makes the path before packet leave from the source, and another one is the destination route which make the path based on the information given in the header of the packet.

### 9.1 PACKET ROUTING

In the network of packet switching, routing will be the choice that is toplevel that coordinates arrange packets from their source towards their location through center system nodes through particular packet practices that are forwarding. Packet forwarding is the transfer of network packets from the community that is solitary to another. Every bundle comprises three parts that can be particular each right component has a portion associated with the portions as follows above: Header: frequently includes an alarm signal showing that the data are sent, supply, and target forwarding and clock information to synchronize the transmission.

### 9.2 QUALITY OF SERVICE (QOS)

Quality-of-service (QoS) can be a choice of recent available technologies, which controls bandwidth utilize whenever information surpasses network of computers. Its many applications that is basically created for the project of real-time with a high precedence information application. QoS technologies has specific rolls used in combination with another in order to make a system that is end-to-end policy. Categorization alongside queuing will be the two generally used QoS tools with regards to manage traffic. Categorization recognizes with evaluates traffic towards make sure community items identify exactly how regarding the way for acknowledge afterwards prioritize information as it proceeds through something. Queues are safeguards within tools along with the intent behind retain data designate ready. Queues offer bandwidth requirement alongside prioritization of traffic because it inserts otherwise eliminates a grouped community device.

Condition of the queues are not empty; they disseminate with decrease traffic. Control along with smoothing moreover generally used QoS technologies to control the bandwidth used in executively described traffic categories. Procedure insists on bandwidth towards a particular range. But relevancies attempt to utilize additional bandwidth than the allocated one, their traffic desire to be the located observation otherwise reduced. Construction to describe software put maximum resting on the transmission rate of bandwidth used for a crew of information data. But additional data traffic is required to be real transfer than the twisted range permits, the surplus resolve be really protected. This protect be capable of followed by use queuing towards prioritize data when it leaves behind the protect [13]. Totally, link-particular product moreover compression tools are employed by reduced bandwidth WANs near make sure live applications do not interfere the higher-end data with interruption. The WRED (weighted discard that is random early technology) delivers a congestion avoidance method which decreases lower concern TCP information towards test ways to protect greater concern information starting the adversative after-effects of congestion [12].

### 9.3 PACKET FLOW THROUGH A TYPICAL QOS POLICY

### 9.3.1 QOS DEPLOYMENT LIFECYCLE

The measures being subsequent a QoS consumption lifecycle:

1. Development preparation with obtain into understand present in addition to nearby future QoS demands concerning the relationship just because an over that is entire above useful for all responsibility. Decide on a QoS that is appropriate representation obtain responsible obtain within early in the day you begin [13].
2. Review and Plan: If you are building gear that is extremely important PC software improvements, build entity is initial. Then:
i. Snapshot current policies which can be QoS you want near rollback;
ii. Examine the QoS convenience of your community items;
iii. Baseline the system through problem viewing and workout use of testing;
iv. pick a QoS type useful for the traffic classes you may want to encouragement;
v. Identify QoS instructions helpful for center of operations and home LANs;
vi. Identify QoS directions employed for WAN links and spot that is domain.
3. Evidence of Concept (POC): Review QoS guidelines and backgrounds initial in only a non-construction location with genuine and traffic that is unreal produce handled circumstances. Analysis separately useful for the insurance policy and followed by for instance the instructions being entire.
4. Iterative Usage Rotation: Compress QoS policies within a segmented technique, each near portion regarding the system otherwise through QoS energy (categorization then queuing). Approve the alterations close to all iterations ideal for minimal a day early in the time progressing nearby the style that is next.
5. In Progress Monitoring and Assessment: Entire In progress monitoring and correct your polices not now used by standard for a foundation that is day-to-day although furthermore in help of month-to-month, quarterly, and establishment that is annual.

### 9.3.2 QOS CONSTRUCTION WORKFLOW

Apply quality of service (QoS) policy in direction of boundary (Figures 9.1(a) and (b)).


FIGURE 9.1(A) Packet flow through a typical QoS policy.


FIGURE 9.1(B) QoS policy.

Period 2: Traffic decides to go there because it has been given a choice that is the first QoS policy next to traversing interfaces.

### 9.3.3 QOS CONFIGURATION WORKFLOW (FIGURE 9.1(C))



FIGURE 9.1(C) QoS workflow.

Phase 3—Stage 1: Describe traffic classes and set you back QoS policy (Figure 9.1(d)).


FIGURE 9.1(D) QoS traffic classes policy.

### 9.3.4 QOS TOOLS

Only a little is talked about by us regarding the necessity of QoS along with different application category containing various requirements. Presently permission to discuss just about the apparatus which may be genuine may use to work well with QoS:

1. Categorization and Marking: But you want to provide dependable packets an action that varies we must recognize and correct them.
2. Policing and Determining: Those two tools are used to speed-take control of your traffic.
3. Queuing-Congestion Managing: As a substitute of getting a particular queue that is big packets are consider with FIFO, we could create a few queues with different priorities.
4. Congestion Avoidance: You shall find chosen tools used to carry out packet loss and near decrease congestion [15].

### 9.3.5 CLASSIFICATION AND MARKING

Categorization practices-there are lots of methods for categorizing traffic. A few procedures that is familiar:

- Entry Monitor listing executed to a locate-map (IP target, port, etc.);
- Variety of Application executed in the direction of the acknowledgment map (through NBAR or NBAR2);
- Control port assume state.

A packet is initially recognized, and it is usually marked with the traffic problem associated to a source, making of packets is the best way to get make an action that is somewhat different. Correct is normally continued during the Layer 3 IP header by means of the services that is differentiated code (DSCP) [11]; LAN executions use the course of service (COS) domain.

### 9.3.6 QUEUING

Numerous type of queues are designed into community products. Generally, class-based weighted fair queuing (CBWFQ) and priority queues (PQs) are the two general categories of Cisco products. PQs are thought for use with packets which calls for lesser latency and management that is leastjitter. PQs want decrease several ended contributions for the duration of the period of congestion. CBWFQ is called useful for mass alongside traffic in a transactional manner which are not the same as jitter-precision or period loss. Each queue can indicate an engaged with the bandwidth that is sweared to be presented made for usage by that set-in extent of obstruction. At last, queue deepness may be fixed to traffic that is certified can be controlled with a queue [1].

### 9.3.7 SHAPING AND POLICING

Policing includes assessment the packet cost developed for the categorization that is for certain of to find out if it trusts to price that is sure. The policy determination promises to see condition there is traffic that is huge and condition traffic that is excess, it could reduce the packets in arrange to concur with to that particular rate that is certain.

### 9.3.8 WAN TRAFFIC SHAPING

Designed for WAN links, we are able to locate backgrounds specially meant for aggregators of WAN that contain shaping, marking, queuing, policing, and URL division. In numerous possessions, there command to be present a connect-speed variance involving town that is interior slower outside WAN link. Use policies being hierarchical contour the QoS policy to the WAN linkability.

### 9.4 CONGESTION CONTROL FOR NETWORK ON CHIP

Primarily NOC execution is founded at networks in a lossless domain consists of much little, safeguard modules with switches (SMs or routers) [14]. Including safeguard within every SM avoids packet loss in the event of disagreement but establish extra delays that are queuing. Small buffer restriction decays the technique operation in conditions of latency and throughput when traffic pack is heavy, and make problems the style of obstruction manage method [13]. Congestion may appear next to the SMs, so called intersection congestion, or at heavy loaded endpoint, so named hotspot. Lower rate of routing in the Mesh that is 2D and networks may result in link obstruction [15]. Figure 9.2(a) indicates the identification of problem that is nagging of link obstruction in 2D Mesh $[1,8]$. As a result of the half section that is low and routing that is reduced website link congestion simply take place and decay is the network execution. Numerous endeavors have actually exposed that adaptive routing improves website link congestion by steering traffic perhaps not here beginning the links that are congested [10]. Conversely, adaptive routing would weaken unchanging additional connections in the community whenever a hotspot initiates because exposed in Figure 9.2(b). Planned the instant that is last, the high bisection bandwidth and symmetric description of Clos NOC (CNOC, see Figure 9.2(c)) allow traffic to be regularly scattered between the SMs in the phase that is middle. Via a good routing that is load-balanced, CNOC have actually to experience less link congestion than the beyond specific networks.

Conversely, the congestion that is source hotspot trouble at rest be real. When a hotspot occurs, it begins approaching back once again the traffic beginning resultant that is upstream SMs head-of-line (HOL) jamming in to the SMs. The so-called sensation is termed obstruction that is saturationtree as exposed in Figure 9.2(c), where initial the congestion instant (e.g., the hotspot PE in Figure 9.2(c)), the traffic moves specific for the congest node create a tree and will not shift redirect. Packets destined for low loaded objectives can also show up jammed by the jammed traffic in the interior SMs and experience at the time of high delay that is queuing. Our presentation research illustrates that throughput of CNOC's decay is certainly below the traffic in the hotspot because exposed in Figure 9.3.

Figure 9.2 describes obstruction struggles in CNOC and 2D [15] (a) link obstruction in 2D mesh. PEs linked to point nodes 1, 2 and 3 traffic that are ahead of PE linked to point node B along with the routing of X-Y. Node X is obstructed because of website link obstruction just starts as soon as
the traffic enters next to the location. (b) Hotspot obstruction in 2D Mesh [15]. Usage of adaptive routing traffic supported in the feasible dashed lines; several nodes (term X ) dedication be here congested together with issue gets of poorer quality. (c) CNOC Hotspot congestion. The long half-section bandwidth and balance loaded routing to improve URL obstruction in CNOC; in saturation-tree traffic in hotspot founded as an issue [7, 8].


FIGURE 9.2 Obstruction struggle in CNOC.


Injection Rate (\%)
FIGURE 9.3 Various traffic model of CNOC standard latency during clock cycles.

Hotspot obstruction monitor is among the issue that is generally difficult whenever scheming is increased-throughput lesser-latency NoC. Just to
recognize the incidence how its behavior(s) of hotspots and inform every resource just before control their traffic towards the hotspot(s) is really complicated considering the fact that related to possibly high-pitched capability of in sequence towards be present composed as the latency that is unimportant the recognition obstruction node along with the input. Using this endeavor, we suggest a point to point that is efficient managing system, termed as HOPE (hotspot prevention), to look for the hotspot obstruction downside for all CNOC and 2D Mesh [1]. The introduced traffic percentage is practically with approximating the packets numbers included by the community designed for all target and utilized as an effortless stop-and-go protocol to end traffic of hotspot starting the internal links jamming for any system in certain, HOPE control. We estimate HOPE's generally talking implementation and its scalability and equality. Wide-ranging reproduction outcomes cantered on altered traffic models verify that HOPE can get better method effectively execution by moderately hotspot that is changeable. Our hardware assessment illustrates that HOPE features a logic that is extremely little.

### 9.5 FLOW CONTROL IN NOC

### 9.5.1 FLOW CONTROL

1. The routing of the message needs circulation of varied resources: the path (or link), buffers, control state.
2. Buffer less: darts are fall condition there is conflict intended for a hyperlink; NACKs are delivered right back, together with transmitter that is initial to re-transmit the packet [13].
3. Circuit switching: a need is initially delivered to protect the businesses, the requirement may be expected at a router that is middle the machine is accessible (ergo, perhaps maybe not properly bufferless) [12], ACKs are delivered back, and following packets/darts are routed including small effort (good intended for mass transfers) [2, 5]:
i. Flow control make a decision exactly how the possessions associated with neighborhood as an example neighborhood buffer as well as transmission capacity cap capability are corrected to packets passing through a domestic area;
ii. Goal is to use resources as effective as feasible to tolerate a throughput that is high;
iii. A capable motion control is merely a requirement to get a neighborhood execution that is great;
iv. Flow control can be deemed an issue that is nagging of:
a. Resource allocation;
b. Contention quality.

Resources in type of websites, barriers as well as problem need to be right here allotted to every package. If two packages enter for any type of area that is equivalent control can just assign the neighborhood to 1 packet, but demand furthermore handle one other packet.

Flow control can be divided right into:

- Buffer less circulation control: Packages often tend to be moreover misrouted or family tree;
- Buffered circulation control: Packets that cannot be directed using the preferred system are conserved in barriers.


### 9.5.2 CIRCUIT SWITCHING

Circuit-switching is in fact an activity that is bufferless, where an amount of systems is required to describe a path [5]:

- A need (R) circulates supply that is starting location that is replied by the recognition (A).
- When information is sent (the adhering to two five-info packets (D)) as well as end data (T) is offered reallocate the business.
- Circuit-switching does not require lower packets being or else misrouting but there are two primary constraints.

High latency: $\mathrm{T} 0=3 \mathrm{H}$ is $\mathrm{r}+\mathrm{L} / \mathrm{b}$ wire that is (neglecting).

- Low throughput, considering that system might be used up to the component that is big or made use of by indicating instead of for transfer for the haul [12].


### 9.5.3 FLOW CONTROL

Better resourceful circulation control can be reached by including buffers by enough barrier's packets do not call for to be really misrouted or reduction, given that packages can be on hold for the outbound network to be prepared [2, 13].

The two main approaches are:

- Packet-buffer flow control:
- Store-and-forward;
- Cut-through.
- Flit-buffer flow control:
- Wormhole flow control;
- Virtual channel flow control.


### 9.5.4 DATA UNIT

1. Information Unit: Pictorial representation of message unit is given in Figure 9.4.


FIGURE 9.4 Message unit.
2. Store and Forward Flow Control: Every factor along a course holds to a package is totally get with your package is sent towards the factor that is following. Two sources are anticipated:

- Pocket-sized barrier in the button;
- Exclusive usage of the channel that is outgoing.

3. Cut-Through Circulation Control: Transmission on the following networks starts straight that is right the latest header dart is gotten while the sites are released after tail dart $\mathrm{T} 0=\mathrm{Htr}+\mathrm{L} / \mathrm{b} 12$.
4. Drawbacks:

- Exceedingly inefficient use of barrier area;
- Buffers are allocated in devices of packages;
- Often, we require a few barriers that is self-determining to diminish jamming before offer predicament avoidance contention latency is boosted;
- By assigning buffers within entity of packets improved, e.g., critical package have a crash with a low-priority packet;
- Must wait the low-priority that is total to be transferred in advance it might have the community.

5. Wormhole Flow Control:

- Wormhole flow control function similar to cut-through, apart from surrounded by system as well as buffers appointed to darts rather than packets [10].
- Three resources are expected:
- A digital neighborhood for any packet: Body flits of a packet take advantage of the VC gotten through the slit that is starting;
- One flit buffer; and
- One flit network bandwidth.

6. Virtual Channel Flow Control:

- Each switch has a few sites which are virtual. A network is a group of networks that are virtual;
- Each network has an output network that is assigned to the head, and sends buffered packets to the other networks;
- A mind flit must designate the identical three resources through the switch that is next being forwarded;
- Because of containing many virtual companies for each system that is real two various packets are approved to use the channel and not waste the resource when one packet remains perhaps not used.


### 9.6 ROUTER DESIGN

NoC system is representation that is genuine a layout anywhere within nodes, processing elements (PEs) as well as sides will be the connective
links related to the PEs. Figure 9.5 highlights the NoC that is essential design it essentially contains processing aspect (PE), router [14]. Each PE is gotten in touch with NI which connects the PE to a router that is regional. Each time a packet finished being provided starting a supply PE approximately an area PE, the package is forwarded jump by get on the system using the alternative made up of all router. Estimating within practically any system, router is one of the most elements that are necessary for the design of transmission strength of the NoC system. The capability for any kind of router is always to reward a gotten package towards the location source inside a packet-switched system. Condition is properly affixed to it, otherwise towards forward the packet to some other router connected to it [5, 8]. It is significant, that the layout of the NoC router ought to be as practical and also simple since execution price boosts having a boost into the appearance intricacy regarding the router [5]. Transmitting techniques helpful for neighborhood pick the route developed for details transfer in the direction of the area point. The synopsis of a particular method is listed here.


FIGURE 9.5 Router design.

### 9.6.1 XY ROUTING ALGORITHM

Transmitting formula might be made use of two courses the packages supply that is beginning to place PE. XY transmitting formula is made use of path packet during proposed router making. This is a selection of distributed routing that is deterministic. All routers can be acknowledged through its take care of as exposed in Figure 9.5 in 2-D mesh [9, 15] NoC. The XY
transmitting algorithm evaluates the router that exists ( $\mathrm{Cx}, \mathrm{Cy}$ ) to the area router target ( $\mathrm{Dx}, \mathrm{Dy}$ ) of the packet, kept within the header flit. Flits has to be directed in the direction of the core port connected with the router whenever (Cx, Cy) target of the router that exists equal to the (Dx, Dy) target. The Dx target is contrast well to initially the Cx (straight) address should this be not the instance. Flits commitment is right here routed to the East slot after Cx Dx and also when $\mathrm{Cx}=\mathrm{Ax}$ the header flit is by now horizontally connected. However, this disorder that is last real, the Dy (vertical) address is a review to the Cy target. Flits will certainly be routed to Southern as CyDy . In situation chosen slot is busy, the header flit alongside completely after flits of this packet resolution be here obstructed. The transmitting request this package will stay working until a web link is acknowledged in several executions that is future of approach within this router.

### 9.6.2 SURROUNDING XY ROUTING

Surrounding XY directing (S-XY) has three transmitting that is various. N -XY (Regular XY) setting performs just such as the uncomplicated XY directing. Its roads packages first along x -axis and also afterwards close to y-axis. Routing keep NXY setting as long as the network is not jammed and also routing does not put together routers that can be inactive. SH-XY (border XY that is utilized when the router's left or ideal neighbor is handicapped. Subsequent the setting that is third (envelop upright XY) is made use of after the greater or lower neighbor from the router is unused. The setting that is $\mathrm{SH}-\mathrm{XY}$ packages to your accepted function throughout the premises to organize the location. The algorithm prevents packages pretty much the defective routers down the fastest course that can be done. The problem is simply a little bit that is little to the SV-XY mode for the primary reason that the packets are in fact into the ideal column. Packets are transmitted to left or suitable. The routers within the SH-XY and SV-XY modes insert a recognizer that is tiny the packages to inform in the direction of last routers why these packages are routed utilizing SH-XY or setting that is SV-XY. Hence, the routers which could possibly be last not send the packets towards the trunk. Nearby XY directing is employed inside a DyNoC. This may be a process that maintains transmission in between components which are dynamically situated having an item.

### 9.6.3 OE ROUTING ALGORITHM

OE routing formula is usually a dispersed directing that is adaptive, which is often supported on odd-even turn design. It has constraints that can be couple of meant for protecting against and also avoiding at the time of predicament development. Odd-even turn model smooth the development of deadlockfree transmitting in two-dimensional (2D) fits together through no organizations being essential. In the mesh that is proportions that are two-dimension every node is acknowledged through its synchronizes ( $\mathrm{x}, \mathrm{y}$ ). A column is acknowledged as even when its x dimension aspect is furthermore mathematical column in this version. Furthermore, a line is referred to as weird problem it is a dimension aspect is most definitely an amount that is strange. A turn comes with a $90^{\circ}$ change of traveling direction. A modification is just a $90^{\circ}$ change in an identify with summary. There are eight types of turns, on the basis of the traveling standards for any kind of recurring companies that are attached. An adjustment is referred to as ES turn conditions a customize be had by it of instructions East that is beginning to. Furthermore, we are able to describe the final seven types of turns, particularly EN, WS, WN, SE, SW, NE, as well as NW transforms, where E, W, S, as well as N suggest East, West, South, and North, for the reason that acquisition. Whenever a full, there are two problems that are major.

- No packet is permitted to do EN turn in every node that will be are readily available on an additional column. Likewise, no packet is permitted in the direction of full NW renovation in many nodes to be put by the line that is weird; and
- No packet is allowed in the direction of complete ES enhancements in most nodes to even be inside a line. In addition, no packet is allowed towards complete SW modification in many nodes which remains in a loved one line that is strange.


### 9.7 DESIGNED NOC LINKS

Several designers are dependent upon simulation, when they believe to expect the efficiency of SOC in the starting phases of growth. In the eventuality of network-on-chip (NoC) style, two essential parameters show that self-simulation is not any longer suffice to supply a style that is maximized [12].

### 9.7.1 LINK EFFICIENCY MECHANISMS

LFI planned for MLP (link fragmentation and also interleaving for multilink PPP) separates, re-joins, and also show datagrams across a couple of information links which are reasonable. Large delay-sensitive datagrams are multilink enveloped and also separated into little sized packets to wait that are meeting. Minimal packages which are typically delay-sensitive perhaps not encapsulated, but are interleaved linking these fragments. LFI made for frame relay (FRF.12) pieces packages that are huge then the locations you indicate using the piece size need that is frame-relay. Frame relay cannot differentiate among VoIP and information, build the fragmentation ergo range during the DLCI therefore speech frames are not split. The fragment range be mentioned within bytes (default = 53 bytes). Plenty of facets decide the true number related to speech packets. Compressed time that is real (CRTP) decreases within line expenses meant for multimedia RTP traffic resultant throughout a consequent decrease within delay. CRTP is in particular valuable while the RTP payload range be little for example compressed sound payloads of 20 to 50 bytes.

### 9.8 MULTICAST ROUTING SCHEMES

Multicast directing can be separated into tree-based as well as path-based algorithms.

### 9.8.1 TREE-BASED MULTICAST

The basis together with the entire area nodes specific the fallen leaves regarding the tree throughout a tree-based multicast routing algorithm the networks of the package range an on both sides of the tree via the structure node person. This makes sure up to and consisting of quickest course in the middle of your supply node and each location node is continuously taken. Boscage of packets might get in via every one previous to get into the production that is similar of routers, which settle boost area contention and also congestion then might result during predicaments right below details instances [6]. Figure 9.6 highlights an illustration of this a multicast deadlock, where two packages, especially Package and Package B, send an application for the western while the eastern manufacturing ports of Router 2. Presume Package A is setting up in the direction of make usage of the
western outcome port except needs in the direction of delay employed for the eastern manufacturing slot to has been provided to Package $B$, while Package B is given to work with the eastern output slot but furthermore needs to utilize the production port that is western.

All packet willpower holds one production port as well as awaits the port that is next by the package that is final. A hold that is circular wait condition occurs as well as both packets cannot go additionally, resultant in the multicast deadlock.


FIGURE 9.6 Deadlock problem of multicast routing.

The hardware tree-based multicast routing algorithm (HTA) understands a deadlock queue within all routers during purchase to deal by the deadlock drawback. Condition a mind flit cannot be routed towards a grouped community in to a determined amount of time, the pinnacle flit is determined in way of happen as being a deadlock condition and provided for the deadlock queue connected with node that is current. Ergo, the flits that are residual with packet can ahead be communicated without any longer jammed aided by the head flit, therefore releasing the deadlock. Every time a determined amount of time, the packet within the queue will undoubtedly be re-injected into the input [14] connected with a router that is present. Hence this packet wants be there communicated after the before jammed packet.

The origins suggest a router model to help keep away from deadlocks by way of a selection of six tips ideal for an input buffer. Every input has actually become greater towards that are sufficient a packet that is entire [14]. A pointer is included by the pointers indicating near the flit that is initial
the buffer moreover every one of the final five pointers showing in direction of the flit become transmitted to 1 output slot next. Condition a packet is jammed due to the flit that is initial to the buffer; the router can continue transmitting the flit to is pointed through the pointer ideal for a few production ports that is non-blocked. Showing up in this technique the deadlock problem is fixed.

### 9.8.2 PATH-BASED MULTICAST

Path-based multicast directing formulas steer clear of predicaments with threatening split to routers as well as this can be numerous. These algorithms merely replicate a package in the direction of the restricted manufacturing port although the packet gets in by the person of its locations. All nodes ( x , y) in just a letter by means of a 2-D mesh are designated making use of a tag $\mathrm{L}(\mathrm{x}, \mathrm{y})$ in this procedure [6]. Packages are sent out according in the direction of the identify in to the technique of all package is transmitted near its neighbor router via a tag in between your router that takes place the location router. The areas of the packet are partitioned into two groups: locations through tags smaller sized and also bigger than the foundation node. The peak sweeps in all team that is combined split in the type to they are to be below disperse. In routing, each flits check your face that is initial or else the very head that is first access its place. The flit concurrently by duplicate related to the entire data flits plus completion flit are sending to the minimal node although the very first mind flit gain access to its location.

The head that is primarily right into the mind that is recurring adhered to closely by become the existing initial brain flit plus the packet maintain in the direction of keep for this really first head flit looking forward to the present actually initial mind flit gain access to its location. This method maintains eagerly anticipating every flit complete for their areas. Demonstrably by the path-based algorithms, a packet dedication head to every location below the equivalent line by directing towards other locations as being a line that is various. The benefit of these algorithms must be to deadlock that is negative look [6]. The disadvantage is the period of courses in the direction of coverup every area node could be here expanded. Specific earlier algorithms which are path-based reduce the lengths of courses are future. The multi-path (MP) algorithm separations the area nodes awake in the direction placed out of joint established near reduce the roadway lengths. This algorithm is working into which other uses a directing that is adaptive increase the opportunity for
choosing the non-congested course subsequently since to expand reduce the course lengths.

### 9.8.3 PATH-BASED MULTICAST ROUTING FOR 2D

NoC is a functional relationship that is adaptable taken into consideration developed for SoC. NoC totally depends in advance the transmitting algorithm utilized by its execution into transmission applications. NoC is absolutely a variant that is alternative of on chip that is implemented in the kind of network, so named as NoC, Theon chip transfer inside NoC will obtain set up because of package switching. Transmitting algorithm determine right into which program the packet may be sent out from supply to place, used by this work routers are utilized connecting nodes into the system, these routers want via the packets based in advance the algorithm that is directing within the type of NoC. The routing algorithm for the considered NoC leads to the strategy. Latency, load, and throughput sharing are specially constraint that is valuable be there calculated though producing [6] principle towards NoC. Some transmission method overall corresponding going on solitary chip is called NoC [12]. It is basically IP address included simultaneously at solitary chip among clock logics that could be asynchronous or synchronous. NOC since well workings at un-clocked logics furthermore.

This improves within improving the transmission on chip more accurately than just what a coach or perhaps a crossbar control resolve work through. In this, NoC improve the flexibleness of SoCs. NoC is a person who is frequently must be worldview that is significant for doing transmission between different centers in just a SoC. One of many enhance during IC manufacturing a reliable make an effort is to fabricate enormous computes of methods continuing the chip that is similar comprehend additional resourceful and improved poker chips. More a competent computation that is straight makes a difference near boost the effectiveness associated with routine surrounded within the chips. Ordinarily, SoCs work topologies taking into description provided buses. NoC is truly a quality that is capable the way of resolving the commitment of complicated design relating through on chip interaction. NoC is another worldview used for SoC. During NoC worldview, centers are linked through each other throughout a functional system of settings and so they communicate between by themselves during packets support switching.

### 9.8.4 ARCHITECTURE OF NOC

Mostly, inside NOC architecture, the chip that is entire portioned into a couple of interconnected blocks called as nodes. Each particularized node determination has PE that can easily be one of the signal processors that is electronic. All nodes in to the NoC can be embedded, including a router and also this router improves created for developing the connectivity between all nearest nodes of this community. Figure 9.7 defines the description that is illustrative of Node. A node is composed of four ports. The ports are West, North, East, and South; they are connected by past routers. There is certainly furthermore a port that is regional is linked towards the PE. Thus, totally you shall find five inputs and five outputs.


FIGURE 9.7 Illustration of node.

### 9.8.5 DESIGN OF NOC

The NoC and this can be created consists of $4 \times 4$ nodes understand predicated on Mesh topology [9], as considered before a node that is solitary a grouped community includes north, east, south, and west ports along through local in and local away. The input and production made for a node depends ahead the genuine number of the node which will be give explanation more (Figure 9.8).


FIGURE 9.8 Illustration of a single node.

Basically, in direction of acknowledge the functioning of NoC, undertake us evaluate the execution of the node that is solitary. Made for a node, the inputs might be starting all the four instructions at by means of neighborhood input. In direction of acknowledge with an improving technique, undertake us evaluate a system that is $2 \times 2$. A community that is $2 \times 2$ exposed in Figure 9.9. A $2 \times 2$ mesh network comprises of four nodes N1, N2, N3, and N4. The inputs for N1 could be on east and south, N2 on east and, N3 being North, West and South and N4 on West and North.


Network
FIGURE $9.92 \times 2$ mesh network.

It is actually measured towards take place Node-1, created for some node at hand resolve be there a clock and reset, the input packet information is of 48 bit and production packet of data is of 32 bits. At N1 designed for the
$2 \times 2$ network, the feasible inputs are on East and South while we consider a specific node, the likely inputs and manufacturing are compared. Figure 9.10 illustrates the terminals for the solitary node, now. Therefore, decay after holds are inputs which mean manufacturing on N1 are there on East otherwise South.


FIGURE 9.10 Terminals of a single node.

Figure 9.10 illustrate the output that is normal node1, whenever convenient is no input towards the node, there is not any output regarding the node, except while a packet of information take place on regional in the output be here similar to the input. As soon as a packet of data arises on east, the production is moreover on east. Also, packet by south occurs on just (Table 9.1).

TABLE 9.1 Analysis of Packet Out for Node 1

| Pins | Pine | Packet-In | Packet-Out |
| :--- | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | Packet-in |
| 0 | 1 | 0 | Pine |
| 1 | 0 | 0 | Pins |

### 9.8.6 ROUTING ALGORITHM FOR $2 \times 2$ NETWORKS

During XY routing algorithm, the packet which includes to be delivered more the system contains header flit, end flit and information flit. Destination node target be occurring the header flit. The motion chart of 2D routing algorithm is exposed in Figure 9.11. The target that is current (Cur x, Cur
y) by the router resolve own it co-ordinates because ( $\mathrm{X}, \mathrm{Y}$ ), this present target is analyzed through the goal related to location router (Diverse x , Diverse y) used by the packet. The router routes the output based ahead the manufacturing of relationship. Assume (Diverse $x>x$ ) that is Cur in that full case the transfer connected with brain flit is usually to East, otherwise the most notable flit obtains a chance towards West awaiting (Diverse x, Cur x) come to be make equal which is often term because Horizontal Alignment. Whenever (Des y, Cur y) meet up through compression, with condition (Des $\mathrm{y}<$ Cur y) consequently be detected the header flit for any packets transfer to Southern, consider on some possibility (Diverse $\mathrm{y}=$ Cur y ) followed by the header flit transfer to North.


FIGURE 9.11 Flow chart of 2D routing algorithm.

Figure 9.11 illustrates the analysis that is theoretical of NoC which includes 16 nodes this basically means. $4 \times 4$ communities, the system is intended with work of Mesh topology everywhere information is communicated over the community into conditions of packet switching and routing with these particular packets is supported at XY routing method. The analysis of $2 \times 2$ operational system which includes 4 nodes is analyzed in the before topics regarding the component $[9,15]$.

### 9.8.7 FORMAT OF PACKET FORMATTING IN 2D ROUTING

The model works the 48 -bit packet during the technique that is created. It is actually counted as bits on 0 towards 47 . The packet arrangement is finished because exposed in Figure 9.10. First the bits on 0 and 1 is employed for location address Y , the following and bits which may be third helpful for
location address of X , the bits on 4 to 15 are unused, additionally bits on 16 to 47 can be used for information out/packet out for routing, the demand bit is scheduled once upon a right time this will be completed the programer the nodes begin transfer data one considering an additional. The packets that might have request bit is techniques in XY routing algorithm, nevertheless when an entire wide range of packets are until with a duration used for pointed information regarding the memory element, on this instant the concern encoder describe the concern based ahead the select lines concerning the intermediary considered in the arrangement (Figure 9.12) [11, 15].


FIGURE 9.12 Format of parcel arranging.

The concern encoder allocates the concern within conformity towards the intermediary. Consequently to, deadlock condition is prevented through data transfer. Figure 9.13 illustrates the priority encoder intended for the method, the concern encoder has a packet period of 48 -bit packet size, but consider Node 1 close to this indicate, the inputs towards this node may be on east otherwise south, now possible are there those packets may get to the indicate that is same of, therefore priority workings that are encoder accordance choose lines from the encoder. Thus, which increasingly has the greater concern, that packet is chosen ideal for extra process. Correctly, packet that has concern that is highest is allowed to ahead through the network.


FIGURE 9.13 Priority encoder.

### 9.9 FAULT-TOLERANT ROUTING ALGORITHMS

Courses want that cached into a chip multiprocessor node's memory that is local [3, 4]. PE is presented after rearranging otherwise in method reconfiguration mistake discovery that is adhering to. The router operations since following to the moment that is first the target of recap energetic easy paths (optimum dimension ( $\mathrm{N}-1$ ) jumps, anywhere $\mathrm{N}=\mathrm{k} \times \mathrm{k}$ is entire range nodes) attaching every set of nodes:

- The trail for any kind of output port (age. g by the idea's node, send PE package towards every organized area manufacturing port with record. North, West, South, East that is otherwise the resultant package.
- By every past node, move the package in the direction of the node that is existing to get program details with ahead the package near simply visited next-door neighbors. Details course info into transfer packets and transform details into forwarded packets. Send out PE package due to the fact that a go once more packet in the direction of the foundation node problems, it is the really extremely initial packet to be right here for a supply that is specific. Put the path away in to the collection that is ahead it manages some node used for that the present node will not have a proper program, moreover eradicate the training course.
- While come back packets make it work for the supply node, from then on reserve the trail information meant for check out nodes that are seeing the course in just a method related in direction of to be able to think about into action 2 . The beyond algorithm can be comprehensive additional near collection extra than one program helpful for a sourcedestination set that is particular. Relevant notion of the algorithm that is above combination with active execution categorization could be establish away. This inspiration regarding the router architecture that is micro performance possibility (Figure 9.14).

In the duration that is $2^{\text {nd }}$ transmission that is typical in with cached courses, also the router essentially functions comparable a supply wormhole router to path variable size packages, depending in advance the paths provided in the structure node. Topologies care for near develop into unequal following errors since of this arbitrary type of mistakes, to see that is table approaches have actually currently been suggested to the previous made use of by this
description, as a substitute of the state that is limited based method. This attribute that is specific specifically ideal developed for the future formula that is two-phase of paths as well as providing data utilizing cached courses.


FIGURE 9.14 Relationship in between forward and return paths.

### 9.9.1 ROUTING AND RELIABLE THAT IS ADAPTIVE ALGORITHMS

Adaptive routing, also called active routing, is really a strategy employed for determining the perfect path a data packet must result via a network getting here on a destination that is particular [3]. Adaptive routing can be evaluated to a fare attractive a route that is different work after learning how exactly to traffic at their regular path is supported [4]. The street unavailable due to a packet could not merely depend on its supply and location apart from moreover during the present condition within the network in this partition we phrase on adaptive routing, quite simply. Adaptive routing has some benefits above insensible routing:

- It is feasible to comprehend top-quality routing outcomes among deterministic routing that is adaptive, but we recognize that the Borodin-Hopcroft lower bound to deterministic routing that is insensible can work inadequately into particular conditions.
- Various routing that is adaptive can adjust rapidly towards defective nodes otherwise boundaries towards the community, but within insensible routing defective nodes or even boundaries could detach dependable source-destination pairs with hence can require the calculation of various programming system in an exclusive manner.
- The obstructive of adaptive routing draws near are able to be there a lot better than exactly what do be gets with insensible routing approaches.

Yet, adaptive routing often furthermore has different faults:

- A freedom that is most of a path useful for a packet can reason high interruptions representing the packets, though it could get yourself a period awaiting the algorithm join to excellent paths.
- Adaptive routing could design transmission (that is, extra for the reason why too many of them need manage packets) with could contain greater load during the hardware and software than insensible routing (prize the algorithms below).
- The evaluation of flexible transmitting is regularly plenty more difficult than producing for insensible transmitting. We dedication mostly limit ourselves towards there formulas in this element.

Flexible routing on a regular basis operates at a variety that is packetbased along with packet could realize a program that is various [3]. Therefore, it is over and over probably not practical in the direction of simplifying the situation of routing details when collaborating with a flexible algorithm in the direction of a difficulty of circulation issue. As a result of the system, it is ideal for insensible routing although we did. As an option, we will take on alongside info is sent out to the style of unit-size packets. All node has been a total result called barriers right into which packages within transfer understand just how to be right here preserved. Every single time, a package to gain access to its destination it is engaged. Towards keep our models very easy basic, we approve to all or any kind of approach handle to connect merely one packet into every instruction inside a correct time action.

Some flexible transmitting strategies have currently been recommended in the direction of the past. Those inhuman pounds are:

1. Flexible Transmitting Based at Courses Brings in Near (Figure 9.15): Currently course approaches associated in the direction of a program that is insensible may be particular. Nonetheless, as a substitute of randomly pick selecting the training course valuable for a packet on its selections, a course can be chosen based on the condition that develops the device.
2. Flexible Transmitting Based at Side Prices: During these circumstances, all side is related to an expense, with the objective is frequently in the direction of trying to find a path utilized by a package with very little price. This is in fact the model technique of transmitting procedures found in to your Internet (e.g., HOLE with OSPF).

## 3. Adaptive Routing Based at Neighborhood Information (Figure

9.16): Now, no course technique benefit that is otherwise is recognized. All nodes simply make use of information that is local (for instance, packets presently living with a node) on itself alongside its neighbors that are direct choosing which packet towards communicate near to an advantage. This is certainly plainly the hardest concerning the three instances, as no support that is general instance course models or else part prices is available. We dedicate share with an algorithm used for a few of these circumstances.


FIGURE 9.15 The image (a) illustrates a butterfly that is standard; and (b) illustrates a variation from it through which all node has some sides to each half.

(a)

(b)

FIGURE 9.16 T-offsetting calculation.

### 9.10 CONCLUSION

The strategy by which bundles are guided from source to destination can be deterministic, unaware, or versatile. Systems with no way differences are
compelled to utilize deterministic directing techniques; different topologies may utilize unaware or versatile calculations. Unaware calculations course bundles with no learning of the condition of the system. Generally, the approach of the routing is to go through the different routing algorithms for regular and irregular topologies in network on chip.
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#### Abstract

Clock gating is one of the predominant technologies used for saving power in particular, the dynamic power. It is observed that the existing clock gating such as AND based and latch-based techniques do not have the concept of feedback. The concept of feedback through a comparator adds the advantage of reducing the power of the system. In this chapter, a self-driven clock gating technique is proposed that uses the XNOR gate as the comparator. The technique compares the present input to the previous output and then finally the output is ANDed to obtain the gated output. This technique can be applied to any high-speed systems such as: DSP processors, image processor, bio-medical processors and in general to any processor that requires power optimization. The authors of this chapter have applied this technique to an academic state-of-art design of 32-bit RISC processor, achieving a total power reduction of nearly $16 \%$ to $18 \%$, with an increase in the area of $3 \%$ to $5 \%$ for different set of test cases, using 45 nm process technology. This can be further integrated into an Electronic Design Automation commercial backend design flow, wherein the algorithm of the tool can select the proposed clock gating techniques as the integrated clock gating cell.


### 10.1 INTRODUCTION

Computing technology is a major catalyst for innovation among various technologies, which affects every aspect of modern society. Semiconductor technology along with computer architecture provides the necessary infrastructure for the development of high performance computationally intensive application with low-energy operations. The tremendous growth in the embedded application, which are battery operated and raw power-sensitive application, have created a global demand for low power semiconductor industry.

In addition, with the growth in the technology of wireless communication, multimedia, server, router, automotive applications as well as and medical, the impact of low power design has become a bottleneck. Low power techniques, when used, could also increase the product development time. The factors that contribute to the increased complexity, throughout the design flow are; additional functional verification at RTL, complexity during synthesis and layout, increased need for special library characterization and area increase due to additional logic needed to support low power design.

Hence, there is a need to reduce the power of the systems that are used in various real time applications. Clock signal is the highest frequency toggling signal in a system-on-chip (SoC). The toggling rate of the applied frequency is a proportional impact of the capacitive load power component of the dynamic power of a device. Hence, the buffers and the inverters in the clock path, would contribute highest to the dynamic power consumption [1] in SoC. Power consumption in the clock path alone contribute to more than $50 \%$ of the total dynamic power consumed within modern SoC. Power being a very significant aspect of the design, efforts need to be made to reduce this. Clock gating [7] is one such method.

The clock gating logic works on the principle of gating the nonfunctional logical unit or nonfunctional high-performance latches from the clock input. This technique can be applied at all levels: system level, architectural design, logic as well as gate-level $[2,3]$. The techniques to reduce the dynamic power using clock gating along with the advantages are described in Refs. [4, 6]. The clock signal can be either gated to a latch or a logical gate by ANDing the clock input with a control signal. Hence, preventing the redundant charging/ discharging of the capacitances when the circuit is idle. This helps in saving the circuit's clock power. Fundamentally, there are two basic types of clock gating, latch free and latch-based clock gating. The latch free clock gating technique uses an AND based logic, wherein the input to the AND gate is
the enable signal and the clock input. The clock is gated when the enable input is low and is transparent when the enable input is high. The drawback of this is that it leads to the generation of glitches, which leads to uncertainty in the gated clock output. To overcome this major drawback a latch-based clock gating is used. In this technique, the gated clock output is obtained from the latch and the AND gate. The latch will hold the enable input till the clock input and hence overcomes the glitch problem. The other flavor of the architectural clock gating techniques are: data-driven CG, look ahead CG, self XORed CG, etc.

The major concern of the existing clock gating techniques is; the clock enabling signals is applied to a group of FFs that are highly correlated; physical locations of FFs affect the delay and clock skew; desirable for FFs driven collectively, by the same clock gate, to be placed close to each other. Data-driven gating suffers from a very small time window during which the gating circuitry can work properly. The total delay of the XOR, OR, latch, and the AND gate should not exceed the setup time of the flip flops. This is the motivation to address these drawbacks in the self-driven clock gating. This chapter presents a self-driven clock gating technique, its working principle, the methodology and finally the technique is applied to a 32 -bit RISC processor to justify the performance parameters.

The chapter is organized as: Section 10.2 discusses on the related work carried out in the area of clock gating technique; Section 10.3 discusses the proposed clock gating technique; Sections 10.4 and 10.5 provide the detailed description of the gating methodology and implementation. Finally, to justify the technique discussed, a target 32 -bit RISC processor is considered for analyzes. Sections 10.6 and 10.7 describe the application self-driven clock gating technique to a 32 -bit RISC processor to compare and analyze the performance parameters namely: area and power. The concluding remarks on the work carried out are presented in Sections 10.7 and 10.8.

### 10.2 RELATED WORK

Several methods and variations are built around the fundamental clock gating technique that are surveyed and described. Sequential circuits are the major building blocks of any digital system. The operation of these circuits depends on the clock applied, which can be the master clock or the clock derived from the master clock circuitry. Recent studies have shown that the clock circuitry consumes about $15 \%-45 \%$ of total power. Hence, the need
of studying the behavior of the clock and hence providing the clock gating is described in Ref. [4]. The authors study the behavior of the clock at each transistor and arrive at two important terms namely: transition propagate and generate. The authors also describe the design of sequential circuits through examples based on derived clock. Thus, to conclude derive clock could be used to isolate the triggered flip-flop from the master clock during its idle cycle.

One of the predominantly used technique to reduce the unwanted switching of the clock input signal is clock gating. This technique can be employed at all levels of the design namely: system, architecture block, and logic design. In Ref. [8], the authors describe the existing clock gating techniques that is, clock gated positive latch, data driven clock gating and auto gated flip-flops. Each of these have the drawback of either the flip-flop overhead, or short time window or the timing constraint imposed. To overcome, these drawbacks a look ahead clock gating technique is proposed which computes the clock enabling signal of each flip-flop, one cycle ahead of time, depending on the present input cycle. This technique is applied to $4,8,16,32$, and 64 -bit linear feedback shift register (LFSR). LFSR is the well-known and most commonly used pseudo-random number generator circuit used in the built-in self-test, signature analysis and in spread spectrum communication. The results have shown, an average of power saved is in the range of $27.8 \%$ to $42.21 \%$ depending on the $n$-bit of the LFSR.

In Ref. [9], the authors give an overview of intelligent clock gating for power optimization employed in Xilinx FPGA. Xilinx has the automated capability linked to place and route, which uses a set of innovative algorithms to analyze the design. To neutralize the superfluous switching activity, the analysis and detection of the source register contributing to the result for each clock cycle is obtained. The software then adds the abundant amount of clock enable to the logic to create fine-grain clock gating that neutralizes superfluous switching activity. The clock enables added to optimize the design do not alter the pre-existing logic or clock placement, nor do they clear new clocks. There is an additional logic of $2 \%$ of LUTs is created. Additional optimization is used to reduce the power for dedicated block RAM using intelligent clock gating. Thus, to conclude, the chapter deals with the Xilinx tool which provides the clock gating to the entire design without any changes to existing logic or clock that would alter the behavior or timing of the original design.

In Ref. [10], the author proposed the technique of "XOR self-gating" that can gate the clock during the absence of enable and reset signals. The technique is based on the observation that if a register output and input are the same, then no new data is required to be loaded and hence, no clock signal is required to be applied. This technique is implemented based on two criteria that are efficiency and locality. From the study and implementation, it is observed that XOR self-gating insertion can be performed using RTL or at gate-level netlist, also compatible with usage of unified power format (UPF). To conclude, in order to meet the power budget of complex designs, power management has become a challenging task. Hence, implementation of the clock gating technique in design compiler or IC compiler is become the necessity. Clock gating, the commonly used technique at synthesis leaves a large amount of redundant clock pulses. Data-driven gating is one of the methods that disable these. The authors in Ref. [11] aim at the grouping of FFs in such a way that maximizes the power reduction. The chapter introduces to the study of data-driven clock gating. During the operation, whenever the state of the FF is not subjected to change in the next clock cycle, the clock driving such FFs is disabled, meaning the clock is gated. Hence, to reduce the overhead due to clocking, several FFs are grouped and clocked by the same clock signal. Another method of grouping of FFs called multi-bit FF (MBFF) is also discussed. This method physically merges FFs in to a single cell, such that the master and the slave latches share the common clock pulse through an inverter.

### 10.3 SELF-DRIVEN CLOCK GATING

The major concern in the data driven clock gating technique is the increase in area and power of the target circuit due to overheads of additional XOR and OR gates. To overcome this drawback, the sequential logic are grouped and ORed together that can be driven by the same clock gating signal. The challenge in this technique is to identify the flip flops with similar toggling rate and their physical positions, such that they can be grouped and triggered by the same clock gating signal. The contribution of the self-driven clock gating technique is it overcomes the drawback of the small window for triggering the gated clock logic and to embed the complete clock gating logic as a standard cell into the foundry.

The self-driven clock gating technique is discussed as: clock gating logic is implemented with a Boolean logic and the latch-based CG. The Boolean
expression creates the required functional logic that gates a few idle functional blocks keeping the functionality of the target design intact. This work is an effort made to design a functional clock gating logic for high speed and complex circuits. The proposed clock gating technique consists of a latch and a AND gate that avoids the generation of glitches into the circuit. Another feature added to this is a comparator that compares the present D (enable) input and the previous Q output, this data is ORed with clock input and given as the clock input to the latch. Here, the comparator can be a XOR, XNOR or a MUX depending on the latch being the positive edge or negative edge. The motivation to use this logic is that it is self-driven, which reduces the power by an additional latch power. Firstly, clock gating logic is implemented as a Boolean function that logically added the required delay and functionally the target circuit does not fail. Secondly, the comparator can be a part of the complete clock gating standard cell. This makes the complete design compact, which overcomes the drawback of the small window for the latch to trigger the further logic. The logic diagram of the self-driven clock gating circuit is as shown in Figure 10.1 and the relevant waveforms are shown in Figure 10.2.


FIGURE 10.1 Self-driven low power clock gating.

A gated clock signal is generated by the clock gating cell based on an input clock signal and the output signal. The generated clock signal is provided to a clock input stage of the latch circuit in the clock gating cell. The switch in the input signal, switches the latch clock signal. This eliminates the continuous switching of the input signal at the clock input stage of the latch circuit. Hence, this reduces the charging and discharging of a capacitive load
associated with the clock input stage of the latch circuit. Thus, reduces the power loss of the clock gating cell due to switching activity.


FIGURE 10.2 Waveform at every node of self-driven CG.

The clock and the enable input are provided to the gating circuit. The comparator is the XNOR gate that compares the present input EN given as the D input with the previous output Q . If the output of the XNOR is low, and hence the low signal is provided at the gated output. On the other hand, when the input is the same as the previous output, the clk-in is high, and therefore the output of the OR gate is the clk input to the latch. This triggers the latch; the Q output is ANDed with the Clk input and a gated clock is obtained at the output. The XNOR as a comparator can be replaced with XOR or MUX circuit. The negative latch has the advantage of a zero cycle if the setup time and hold time can be met in the immediate cycle.

The implementation of the clock gating logic is done at the register transfer level (RTL) for 45 nm technology using Cadence EDA tool. The Verilog code is written for the self-driven clock gating logic, and is simulated to check for its desired functionality. The functional verification of the circuits is as shown in Figure 10.3.


FIGURE 10.3 Simulated output of the self-driven clock gating logic.

The code is synthesized and the gate-level netlist is obtained and is further taken to the physical design to generate the layout. The physical layout is then checked for optimization with respect to design as well as timing. The negative slack, if obtained, the clock tree synthesis is performed for the setup and hold time. The RC extraction is performed to extract the parasitic capacitance and resistance. The power report of the post-synthesis is obtained. The layout is as shown in Figure 10.4.


FIGURE 10.4 Layout of the self-driven clock gating logic.

The parameters of power, area, and timing are obtained for a set of test cases, and presented in Table 10.1.

TABLE 10.1 Post Synthesis Parameters

| Parameters | Value |
| :--- | :---: |
| Power | 0.00031867 W |
| Area | $1.0260 \mu \mathrm{~m}^{2}$ |
| Timing | 1.943 ns |

### 10.4 METHODOLOGY

The methodology and the process of implementing the self-driven clock gating as part of the complete system design flow describes the working principle of the self-driver logic and hence its effect at the system-level design. The process involved in the implementation of the clock gating to generate the required gated clock is given in Figure 10.5.


FIGURE 10.5 Flow chart that depicts the implementation of clock gating logic.

The clock input is provided to every stage of the design flow. The output signal change is based on both the latch clock signal and the input signal. The clock gating cell consist of three components, namely: a comparator logic circuit, a first logic circuit, and a second logic circuit. The comparator circuit is connected to at least one of the output stages. The input and the output signals are compared by the comparator to generate the required output that decides the clocking output. The input to the first logic circuit is provided from the output signal. The clock input stage gets the output from the first logic circuit and switches an input clock signal between a first state and a second state, hence, generating the latch clock signal. Finally, the second logic circuit receives inputs from clock signal and the output signal, that generates the required gated clock signal.

The clock gating cell includes a latch circuit, which receives the input signal and a clock signal. An output signal obtained is based on the input signal and the latch clock signal. Thereafter, the comparison signal is generated by comparing the input and the output signals. The input clock signal is switched between a first state and a second state based on the comparison signal to generate the latch clock signal. Finally, a gated clock signal is generated based on the input clock and the output signal.

Initially, the toggling probabilities of the system are estimated with extensive test cases. This determines the functional modules of the system to be clock gated. The clock gating circuit in particular checks previous output to that of the present input, if there is change in the data the latch is triggered on the negative edge. This is further ANDed with the enable input to generate the required gated clock output.

### 10.5 IMPLEMENTATION OF CLOCK GATING ON 32-BIT RISC PROCESSOR

The architecture of the 32-bit MIPS based RISC processor is designed with 5-pipeline stages. The unique feature of this architecture is it has the hazard detection unit as the part of the design. The detailed architecture consisting of the five stages namely; instruction fetch (IF), instruction decoder (ID), execute, memory access (MEM), and write back (WB) stage along with the hazard unit is as shown in Figure 10.6. The brief description of all the stage is:

1. Instruction Fetch (IF) Stage: This stage of the processor fetches the instruction to be executed from the instruction memory (IM). The instruction to be fetched is addressed by the program counter. The
encoding size of the instruction is 32 -bit and hence the 32 -bit address is held in the PC.
2. Instruction Decode (ID) Stage: This is the second stage of the processor, which decodes the instruction. This stage after decoding separates the operational code and operand from the instruction, to understand the operation to be performed as well as the operands to fetch the data. This stage also accesses the register file to read the register.
3. Execute (EX) Stage: The execution stage is the main block of the processor, where the actual computation takes place. The execute stage requires ALU to performs all the arithmetic, logical, and shift related operation based on the decoded oper-code value.
4. Memory Access (MEM) Stage: The RISC processors have the main feature of load/store architecture. This means that most of the data is stored in the memory called the data memory. Hence, MEM is the stage required for all the load/store operations.
5. Write Back (WB) Stage: Once the input data is processed, the result is stored either in the register or the memory. Hence, this stage is required to store the result into the register.
6. Hazard Detection Unit: The RISC processor designed has 5 pipeline stages, which implies the fetching of next consecutive instructions well in advance. In the due course of time, few instructions would depend on data, or control operations. This will halt the processor operations. To address this, the 32-bit RISC processor has hazard detection unit to detect the control hazard and data hazard. It detects the hazard and tries to reduce it by introducing stall in order to get the correct result.


FIGURE 10.6 Architecture of the 32-bit MIPS-based RISC processor. Source: Reprinted with permission from Ref. [26]. © 2019 Springer.

The instruction formats of MIPS considered in the design are of two types; the register type and immediate type (I-type):

1. Register Type (R-Type): The instructions considered are the 3-address format. In this, the first operand is the destination while the other two are the sources. In Register Type (R-type) instruction, the sources and the destination operands are register on which computation is carried out. Here, Src1 and Src2 are the two-source register which hold the data to be processed. The destination register, Dest is the used for storing the computed result. Table 10.2 shows the format for the R-Type instruction.

TABLE 10.2 Register Type (R-Type)

| Oper-Code | Dest | Src1 | Src2 | Reserved |
| :--- | :---: | :---: | :---: | :---: |
| $31-26$ | $25-21$ | $20-16$ | $15-11$ | $10-0$ |

In R-Type instruction, bits 31-26 are used for Oper-code, bits 25-21 are used to indicate address of destination register (Dest), bits 20-16 and 15-11 corresponds to address of source-1 and source-2 ( Src 2 ) register, respectively, while the remaining 11-bits are reserved.
2. Immediate Type (I-Type): Among the two source operands, one of the operands can be an immediate data, while the other one can either be the register or memory. The branch instructions have label as the immediate data referenced through the name. The immediate value in case of branch instruction will act as the offset which is added to the PC to obtain the effective address. Thus, all such instructions can be categorized as I-type. Table 10.3 shows the format for the I-Type instruction.

TABLE 10.3 Immediate Type (I-Type)

| Oper-Code | Dest | Src1 | Immediate Value |
| :--- | :---: | :---: | :---: |
| $31-26$ | $25-21$ | $20-16$ | $15-0$ |

In I-type instruction bits 31-26 corresponds to Oper-code, bits 25-21 corresponds to the address of the destination register (Dest), bits 20-16 are used to represent the address of the source-1 register ( $\operatorname{Src} 1$ ). The remaining 16 -bits are used as an immediate value. In case of branch operation, it is considered as offset address.

The various instructions supported by the 32-bit RISC processor are tabulated in Table 10.4. Table 10.4 describes the various operations supported by the architecture, the corresponding operational code and the specific operation. The instructions are written in accordance to the instruction format that is either I-type or R-type. The set of instructions are embedded into the register file from where the program counter register will access instruction by instruction.

TABLE 10.4 MIPS Instructions

| SL. No. | Opcode | Operation | Description |
| :---: | :---: | :---: | :---: |
| 1. | 000000 | OPER_NOP | No operation |
| 2. | 000001 | OPER_ADD | Res $=\mathrm{A}+\mathrm{B}$ |
| 3. | 000010 | OPER_SUB | Res $=\mathrm{A}-\mathrm{B}$ |
| 4. | 000011 | OPER_AND | Res $=\mathrm{A} \& \mathrm{~B}$ |
| 5. | 000100 | OPER_OR | Res $=\mathrm{A} \mid \mathrm{B}$ |
| 6. | 000101 | OPER_XOR | Res $=\mathrm{A}^{\wedge} \mathrm{B}$ |
| 7. | 000110 | OPER_NOT | Res $=\sim$ B |
| 8. | 000111 | OPER_SL | Res $=\mathrm{A} \ll \mathrm{B}$ |
| 9. | 001000 | OPER_SR | Res $=\mathrm{A} \gg \mathrm{B}$ (sign ext) |
| 10. | 001001 | OPER_SRU | Res $=\mathrm{A} \gg \mathrm{B}$ |
| 11. | 001010 | OPER_LD | $\mathrm{Rd}=\mathrm{mem}[\mathrm{Rs}]$ |
| 12. | 001011 | OPER_ST | mem[Rs] $=$ Rt |
| 13. | 001100 | OPER_BZ | Branch pc $=\mathrm{pc}+$ offset |
| 14. | 100001 | OPER_ADDi | Res $=\mathrm{A}+\mathrm{imm}$ |
| 15. | 100010 | OPER_SUBi | Res $=$ A-imm |
| 16. | 100011 | OPER_ANDi | Res=A\&imm |
| 17. | 100100 | OPER_ORi | Res $=\mathrm{A} \mid \mathrm{imm}$ |
| 18. | 100101 | OPER_XORi | Res $=\mathrm{A}^{\wedge} \mathrm{imm}$ |
| 19. | 100110 | OPER_NOTi | Res $=\sim$ imm |
| 20. | 001101 | MOV | Res= B |
| 21. | 101101 | MOVi | Res=imm |

The data flow that happens in the RISC processor is shown in Figure 10.7. All the instructions are stored in the IM. The program counter register holds the address of the next instruction to be executed. The IF fetches the instruction from the IM. This instruction is decoded by the decode stage that
separates the operational code and the operands. At this stage, the processor knows what operation is to be performed. The execute stage performs the computation of the required operation with the help of the ALU. MEM stage loads or stores the result. Finally, WB stage stores the result back into the destination register.


FIGURE 10.7 Flowchart for 32-bit RISC processor.
Source: Adapted with permission from Ref. [26]. © 2019 Springer.

### 10.6 SIMULATION RESULTS

To begin with, the designed RISC processor is simulated for functional verification, the code is then synthesized to obtain the gate-level netlist. The power, area, and timing reports are obtained after synthesis. The RISC processor is simulated with a set of instructions that cover the register as well as immediate data type with an overall coverage of $75 \%$. The clock input is provided to all the stages of the processor. The stall signal occurs whenever there is a need for the resource, and as seen from the simulated result, the corresponding register file as well as the IF hold the same data
but, the clock signal is provided through no operation is performed. The clock signal makes transitions continuously when no operation is performed. This indicates that the register file as well as the IF can be put to sleep mode whenever the stall signal occurs.

The next stage is to incorporate the proposed clock gating technique into the RISC processor identifying the functional block that makes maximum transition, and the functional block that is idle for a specified duration of time or for a specific set of operations. This is a very challenging task at the RTL level, as the target code is written with the behavioral description and identifying the sequential logic that need to be gated is a difficult to figure out. To overcome and meet this challenge to a larger extend, the RISC processor is designed with a top-down approach, wherein the modularity is maintained and consists of sub-modules. This aids in identifying the functional units that can be gated when idle.

Out of the five functional blocks, only three blocks in architecture have the control signal namely; "IF, ID and register file." Hence the self-gated clock gating technique is applied to register file and to the IF while not to the ID stage, it will be stalled automatically as it comes immediately after the IF stage in case of hazard. The clock gating cell blocks the clock to these two blocks when they go idle. The stall signal is the control signal given to the clock gating circuit as it determines the gating operation. The output of this logic provides a glitch free clock gating to the logic. The architecture of 32-bit RISC processor is simulated with and without the application of clock gating logic and for the same set of instructions.

### 10.7 IMPLEMENTATION

The functional verification of the proposed clock gating technique is then synthesized to obtain the required report of the performance parameters namely area, power, and delay. The 32-bit RISC processor with and without the clock gating technique is implemented for a 45 nm technology library using Cadence EDA tool. The constrains for the clock, define the frequency of operation, the rise time, fall time, minimum drive strength, and the effort of optimization. The clock frequency of 250 MHz is considered for the implementation and evaluation. On synthesis, the gate-level netlist is generated. The gate-level netlist defines the standard cells used in the implementation of the RISC processor. The choice of the standard cells for the target code depends on the operating frequency, depth, and functionality of logic to
be implemented, as well as the load capacitance. The schematic view after synthesis shows the internal logic implemented as well as the complexity of the design. The complete design with the insertion of self-driven clock gating logic is as shown in Figure 10.8. The performance of the RISC processor is evaluated for power, area, and timing. The behavior of the design and its performance are reflected by the input test cases provided to the logic. The design is evaluated with respect to the following framework:

- Initially, simulate, and synthesize the target RTL design without the application of clock gating, providing the actual test cases as a set of instructions to the processor stored in the form of VCD file, and obtain the performance parameter.
- Then, simulate, and synthesize the target RTL design with the application of self-driven clock gating, with the same set of test cases VCD file, and obtain the performance parameter.
- Compare the two results for power, area, and timing.


FIGURE 10.8 Top module of RISC processor with proposed clock gated logic.

### 10.8 RESULTS AND DISCUSSIONS

The area, power, and the timing report of a 32 -bit RISC processor is acquired after the synthesis. Tables 10.5 and 10.6 represent the power and area of a 32-bit RISC processor without and with clock gating logic along with the actual test cases. The actual switching activity depends on the test cases provided at the time of simulation to generate the VCD file. In this design case, the test case is the different instructions that are executed by the program counter that in turn depends on the set of instructions stored in the IM. The test cases considered is set of instructions with an overall coverage of $75 \%$. The instances column presents the modules defined in the processor design as well as the instances which are the standard cells selected by the tool algorithm to meet the design specifications.

The self-driven clock gating technique is now applied to the RISC processor at two stages of the pipeline. This implies there is a need of two clock gating cells that can generate two clock gated signals. The control logic used to the enable input of the CG is critical and important; thus, in this case study of 32-bit RISC processor, the stall signal is identified as the input control signal to the enable of the CG. From the simulation results, it is proved that the required gated clock signal is generated and the circuit works logically and functionally. The power reports are obtained on the similar lines, with the application of the actual switching activity and the values are tabulated in Tables 10.5 and 10.6.

TABLE 10.5 Area and Power of 32-Bit RISC Processor Without Clock Gating Logic

| Instance | Area ( $\left.\boldsymbol{\mu m}^{\mathbf{2}}\right)$ |  | Power (mW) |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Cells | Cell Area | Leakage <br> Power $(\mathbf{m W})$ | Dynamic <br> Power <br> $(\mathbf{m W})$ | Total <br> Power <br> $(\mathbf{m W})$ |
| mips_32_core_top2 | 46293 | 157996 | 1.099 | 52.098 | 53.197 |
| MEM_stage_inst | 28472 | 101817 | 0.746 | 40.275 | 41.021 |
| Dmem | 28257 | 100741 | 0.736 | 39.958 | 40.694 |
| register_file_inst | 7267 | 26662 | 0.195 | 9.376 | 9.571 |
| IF_stage_inst | 8050 | 21380 | 0.105 | 0.436 | 0.541 |
| Mem | 7597 | 19870 | 0.095 | 0.296 | 0.391 |
| add_20_15 | 224 | 634 | 0.004 | 0.003 | 0.006 |
| inc_add_22_15_1 | 31 | 145 | 0.001 | 0.003 | 0.005 |
| EX_stage_inst | 1770 | 5236 | 0.03 | 0.277 | 0.307 |

TABLE 10.5 (Continued)

| Instance | Area $\left(\boldsymbol{\mu m}^{\mathbf{2}}\right)$ |  | Power (mW) |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Cells | Cell Area | Leakage <br> Power (mW) | Dynamic <br> Power <br> $(\mathbf{m W})$ | Total <br> Power <br> $(\mathbf{m W})$ |
| alu_inst1 | 1549 | 4144 | 0.02 | 0.013 | 0.033 |
| add_29_18 | 263 | 716 | 0.004 | 0.001 | 0.004 |
| sub_30_18 | 270 | 713 | 0.004 | 0.006 | 0.01 |
| srl_37_19 | 237 | 666 | 0.003 | 0.001 | 0.004 |
| sll_35_20 | 239 | 665 | 0.003 | 0.001 | 0.004 |
| ID_stage_inst | 548 | 2425 | 0.021 | 0.672 | 0.693 |
| WB_stage_inst | 97 | 242 | 0.002 | 0.001 | 0.003 |
| hazard_det. | 89 | 234 | 0.001 | 0.002 | 0.003 |
| ion_unit_inst |  |  |  |  |  |

TABLE 10.6 Area and Power of Clock Gated RISC Processor with Clock Gating Logic

| Instance | Cells | Cell Area | Leakage <br> Power <br> $(\mathbf{m W})$ | Dynamic <br> Power <br> $(\mathbf{m W})$ | Total Power <br> $(\mathbf{m W})$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| mips_32_core_top3 | 46636 | 158208 | 1.099 | 43.3 | 44.399 |
| MEM_stage_inst | 28507 | 101899 | 0.746 | 40.605 | 41.351 |
| Dmem | 28293 | 100825 | 0.736 | 40.288 | 41.024 |
| IF_stage_inst_mem | 7431 | 19489 | 0.095 | 0.285 | 0.381 |
| EX_stage_inst | 1305 | 4117 | 0.025 | 0.278 | 0.302 |
| alu_inst1 | 1089 | 3037 | 0.014 | 0.014 | 0.028 |
| srl_37_19 | 259 | 699 | 0.003 | 0.001 | 0.005 |
| sll_35_20 | 249 | 682 | 0.003 | 0.002 | 0.005 |
| ID_stage_inst | 608 | 2516 | 0.021 | 0.534 | 0.554 |
| selfcg_inst | 6 | 24 | 0 | 0.013 | 0.013 |
| selfcg1_inst | 5 | 20 | 0 | 0.008 | 0.008 |

The power comparison between the non-gated and the gated RISC processor is as shown in Figure 10.9. The overall power of the processor reduces by $16.34 \%$ with an increase in the area of $0.13 \%$ as seen from the
graph shown in Figure 10.9. The power reduction takes place due to the stall signal connected to the enable of self-driven clock gated logic, which gates the register file whenever this signal is one. Hence, the power of the register file reduces as there is no clock input, which implies no transition of the clock signal.


FIGURE 10.9 Area comparison of non-clock gated and clock gated RISC processor.

On comparison of instances types, it is observed that area of the logic of clock gated RISC is increased as compared to the area of non-gated RISC processor and is shown in Table 10.7. It is observed that the sequential logic instances have increased along with the logic and the buffers, due to the addition of self-driven clock gating logic while, the number of inverters has reduced.

TABLE 10.7 Area Comparison of Non-Clock Gated (CG) and Clock Gated RISC Processor in Terms of Type of Instances

|  | No. of Instances |  | Area $\left(\mu_{\mathbf{m}}{ }^{2}\right)$ |  |
| :--- | :---: | :---: | :---: | :---: |
| Type | No CG | CG | No CG | CG |
| Sequential | 5,470 | 5,472 | 56473.22 | 56491.52 |
| Inverter | 2,297 | 1,071 | 3263.043 | 1536.019 |
| Buffer | 17,274 | 18,367 | 40533.44 | 43102.39 |
| Logic | 21,252 | 21,726 | 57726.25 | 57077.67 |

### 10.9 CONCLUSION

This chapter presents a self-driven clock gating technique that works on the feedback through a comparator. The negative latch is used hence, lead to zero cycle. This implies that the setup and hold time can be set on the immediate edge of the clock cycle. On the comparator output being one, the latch will not transfer the enable and hence the gated clock output will not be triggered. This leads to an additional power saving. To prove the efficacy of the technique, it is applied to a 32 -bit RISC processor. Results have shown a total power reduction of $16.34 \%$ with the code and functional coverage of $78 \%$ to $80 \%$. There is a small increase in the area of $3 \%$ to $5 \%$ and meets the performance requirement. Presently, this technique is manually inserted at the RTL and it can be further taken into the EDA backend flow.
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#### Abstract

A system-on-chip (SOC) is an integrated circuit (IC) that integrates all components (analog and/or digital and/or mixed-signal and/or radiofrequency) of an electronic system in the form of a single chip. Typical low-power applications of SOC comprise cell phones, biomedical devices, consumer electronic appliances, etc. Aggressive down-scaling of semiconductors by IC manufacturers makes way for SOCs with higher packaging density. Unlike the digital integrant, technology scaling has largely affected the performance of analog and radio frequency (RF) components of low-power SOCs. Hence the design of these analog and RF components needs a reiteration to comply with the trends of scaling. The hourglass has witnessed momentous research endeavors to mitigate such detrimental effects of scaling on analog and RF performances at various levels of abstraction. The majority of these efforts rely upon the inclusion of calibration circuits to the core at hardware level and/ or technology computer-aided design (TCAD) simulation tools at software level. Despite the high degree of precision offered by these approaches, they are not always a handy choice due to the involvement of greater complexity, cost, resource, and design time.

The present analysis attempts to rephrase these predicaments by means of a semi-empirical approach based on device-circuit integration. This amalgamated treatment makes use of mathematical modeling to exploit the device-circuit fundamentals and offers advantages in terms of costminimization, promptness, and reliability in obtaining solutions for (almost) any real-time IC design problem with industry acceptable extent of fidelity.


### 11.1 INTRODUCTORY NOTE

Invention of transistors at the Bell Laboratories in 1947 [1] created possibilities for constructing more advanced circuits based on semiconductor devices that were compact in size and less power-hungry. However, as the design complexity of the circuits increased, newer challenge in the form of size minimization and speed maximization appeared. To meet these challenges, Jack Kilby and Robert Noyce [2] proposed a way for integrating the circuit components on a single silicon wafer. Thus, began the era of integrated circuits or ICs chips for short.

The primitive ICs of the early 1960s could only accommodate as many as 10 semiconductor-based diodes, transistors, resistors, and capacitors on a single Silicon wafer, making it possible to fabricate one or more logic gates on a single 'chip.' This was known as small-scale integration (SSI). Advancements in manufacturing technique in the late-1960s led to ICs with hundreds of logic gates, coined as medium-scale integration (MSI). Further improvements in the 1970s came up with large-scale integration (LSI) circuits having at least a 1,000 logic gates (i.e., tens of thousands of transistors on a single chip). Hundreds of thousands of transistors integrated on a single chip during the 1980s marked the beginning of an era called very-large-scale integration (VLSI).

Following the trends of technology, this number has surpassed millions of gates and billions of transistors per chip in today's IC industry.

### 11.2 SYSTEM-ON-CHIP

In the year 1965, Gordon E. Moore, prior to founding Intel, proposed the famous Moore's Law for ICs industry. According to him, "the complexity for minimum component costs has increased at a rate of roughly a factor of two per year" [3]. The 1965 version of Moore's Law is graphically represented in Figure 11.1. This proposition was amended to 'every two years' in 1975.

The process of IC manufacturing is typically an amalgamation of several intricate steps that are executed sequentially. In line with the advent of new technologies, each of these steps gets more complex. Consequently, the need of more sophisticated tools/mechanisms become inevitable. Due to the decentralized approach in the design and fabrication of ICs in semiconductor industry, different companies master different segments of the IC
manufacturing process. But in order to collaborate their developments, there has to be some sort of a standardized guideline between these companies.


FIGURE 11.1 Moore's law.

International technology roadmap for semiconductors (ITRS) is one such directive from a sanctum of experts, to highlight the trends of technological advancements to suit the requirements of the fabrication industry [4]. ITRS can be regarded as a bona fide aid for these companies to understand the trend in the market evolution and to bring about a parity between demand and supply.

An IC which consolidates various functional integrant of an entire electronic system over a lone substrate is coined as system-on-chip or SoC [5]. This compaction design philosophy makes SoCs more viable than conventional systems when it comes to overall performance or economy. Compared to the conventional microcontrollers, SoCs are more powerful systems as they are capable of driving complete embedded mechanisms. Some of the common application domains of SoCs are cell phones, biomedical devices, consumer electronic appliances, etc. Generally, SoCs are customized in line with their application domain, followed by identification of the relevant integrant based on the desired attributes. Then all the integrant are concatenated within a software development environment using dedicated programming languages to create the entire blueprint. This process is coined as the 'functional design and verification' stage.

System designers have employed various tools to carry out this task of SoC performance assessment and debugging prior to sending them to the foundry. Due to the higher packaging density of modern-day SoCs, this 'design and verification' stage may cause a delay in the production sequence [6].

### 11.3 STUDY OF DEVICE-CIRCUIT INTEGRATION

The study of device-circuit integration, also known as device-circuit interaction analysis, deals with technology aware circuit and system design methodologies that consider device architecture and technological challenges to achieve inclusive design optimality [7]. To comply with the requirements of present-day consumers, the ever-increasing demand of SoCs has catalyzed the implication of device-circuit integration studies to a greater extent. This discourse takes some of the common challenges into account which are encountered during device-circuit design at different technology nodes and levels of abstraction. A relevant device-circuit topology used in biomedical applications is considered in Section 11.6 to assess and justify the importance of this approach.

### 11.3.1 DESIGN METRICS

A design space comprises of a pool of various design metrics. In the present context, the phrase 'design space' is used to signify the overall SoC implementation. The term design metric is a measurable feature of a system's implementation [8]. Design metrics typically compete with one another; improving one may lead to worsening of the other. This phenomenon can be collated to a wheel with numerous pins ( $M_{1}, \ldots, M_{\mathrm{n}}$ ), as illustrated in Figure 11.2; where the wheel represents the design space and every pin is analogous to a design metric. Now, pushing a pin further may cause some of the pins to pop out and some to pop in. For example, if the size of an SoC is shrunk, then the power consumption would decrease, but the overall design complexity would increase. Similarly, in order to deliver higher throughput (i.e., to speed-up the SoC), the overall design complexity would increase; leading to greater power consumption. Therefore, it is evident from the example that the SoC design space is packed with stifle design metrics, which needs judicious handling.


FIGURE 11.2 Competing design metrics.

### 11.3.2 ANALOG AND RF METRICS

The presence of analog and RF integrant in SoCs facilitate the reciprocation of data with this external world via various modes of communication. The semiconductor industry continues to challenge analog and RF IC designers with its escalating demand for higher performance and better compatibility amidst the digital surge of CMOS processes [9]. Consequently, analog, and RF circuits entail a 'trade-off packed' multidimensional design space. The true severity of these trade-offs can only be intercepted by relevant technological characterization; with judicious modeling as the key to this casket. While efforts toward improving sub-micron device models continues vigorously, aggressive trends of scaling keep affecting the performance of analog and RF metrics.

The hourglass has witnessed momentous research endeavors to mitigate such detrimental effects of scaling on analog and RF performances at various levels of abstraction by inclusion of calibration circuits to the core at the hardware level and/or technology computer-aided design (TCAD)
simulation tools at software level. However, both the approaches have their inherent shortcomings:

- Due to the lack of universally-applicable benchmarks, many test structures must be built to meet the needs of various subsystems;
- Some device characteristics are comparatively difficult to measure. Thus, proper calibration circuit must be included on the die;
- Some of the measured features are difficult to incorporate in simulations;
- Number of test structures involve substantial amount of design time and effort;
- Portability of testing mechanisms to the successive technological generation with minimum modification is also a major concern.

Some of the common device and circuit attributes of interest in analog and RF design are: AC and DC behavior, linearity, matching, noise, and temperature dependence, etc. It is observed, these design metrics can be greatly simplified if the measured data points describing the behavior of device and sub-circuits are obtained [9].

### 11.4 MOTIVATION

There is a volume of research work on computer aided design (CAD) of analog devices and circuits, which dates back more than 20 years. To sum them up, it can be inferred that the performance measures of an IC is influenced by a series of interrelated design metrics. The job of an IC designer is to harness these design metrics in order to optimize the overall performance of a system. This optimization task is coined by the IC manufacturers as a design problem, which can be approached in a multitude of ways to identify the best implementation for any given application and constraints.

The aim of the present study is to explore the possibility of developing a mathematical model for optimization of such design problems. The design problem discussed in Section 11.6 comprises of a fundamental device and circuit optimization instance related to SoC applications; viz., biomedical CMOS low-noise amplifier. For the aforesaid design problem, the objective is to determine a low-noise and low-power solution, subject to constraints on some of the key device and/or circuit characteristics such as AC and/or DC behavior, linearity, matching, noise, and temperature, etc. In a nutshell, finding the most optimum solution conforming to a user-defined design space
remains as the common design goal for this trade-off packed design problem. The motivation of this study is to meet these by the use of mathematical modeling techniques.

Use of mathematical modeling in the field of electronic device-circuit optimization is in practice for quite some time now; which has produced some of well-known techniques; viz., classical optimization, knowledgebased optimization, global optimization, etc. Salient pros and cons of these optimization techniques are discussed later in this section. Depending on the type of design problem and the optimization technique used, some of the usual shortcomings encountered are listed as follows:

- Sloppy execution speed for large-scale problems;
- Dependence of optimum solution on initial design settings;
- Tendency of getting stuck at a local optimal solution;
- Resource hungry and cumbersome computation, etc.

These shortcomings, along with other inherent limitations of the existing processes are easily surpassed by the promptness and efficiency of geometric programming, making it an ideal choice for this study. It has the ability to determine globally optimum solutions to electronic device-circuit optimization problems with least human oversight.

It is noteworthy that integration of mathematical modeling to standard TCAD toolsets is yet to be carried out extensively. As a result, presently, all research efforts pertaining to mathematical modeling of electronic devices and circuits are limited to either instance specific coding or user-defined functions/toolboxes; which can be used alongside standalone mathematical scripting engines such as MATLAB. However, with the growing interest in this field, the chance of using mathematical modeling as a mainstream TCAD optimization tool appears potent.

### 11.4.1 SCOPE OF WORK

As discussed earlier; the growing demand of integrating analog, digital, and mixed-signal components in modern-day SoCs face serious bottlenecks due to the comparatively immature design automation processes of analog integrant. However, the trends of efficient analog IC design rely on the development of robust circuit simulation tools, to ascertain the desired functionality of ICs prior to fabrication. Aspects of IC design automation tools include system synthesis, symbolic analysis, layout planning, functionality testing
and optimization to meet the desired performance specifications. Profound discussions on CAD of analog ICs can be found in existing literature [10-12].

The early CAD tools featured simulation and netlist-based circuit description languages as its mainstay (such as SPICE). Whereas, newer generation tools focused on system-level modeling; based on analog hardware description languages (AHDLs) [13, 14]. But, due to the lack of standardization; AHDLs fail to bring coherence between various steps of analog IC design. For fabrication technology to thrive, these newer generation tools should function like a unifying factor across the entire design hierarchy with provisions to handle both circuit-level and system-level models. While analog IC design tools are oriented towards full-custom designs, similarly quicklyimplementable design techniques are crucial for semi-custom structures to determine suitable design specifications. To correlate the design efforts, it is customary to emphasize on some of the key concerns of VLSI circuit design [15].

In the realm of application-driven SoCs; low-power signal processing of scaled-down technologies being one of the prime concerns, deserves sort of special treatment to manufacture high-performance VLSI circuits. But, due to limitations on time and other resources; conventional CAD tools are not always a handy choice for system performance prediction, design functionality test and trade-off analysis of SoCs prior to fabrication. Factors such as ease of operation, prompt throughput and meager resource utilization supersede the necessity to maintain the highest degree of accuracy at this stage.

This is where mathematical modeling comes to aid. Salient attributes of some of the well-known mathematical modeling techniques such as; classical optimization, knowledge-based optimization, global optimization, convex optimization, and geometric programming are briefly delineated in the remainder of this section.

### 11.4.2 CLASSICAL OPTIMIZATION

Classical optimization methods, viz., Lagrange multiplier (finding the local maxima and minima of a function subject to equality constraints), sequential quadratic programming (iterative method for constrained nonlinear optimization) and steepest descent (finding contour integral in the complex plane to pass near a stationary/saddle point) are extensively used in analog device/circuit CAD; which is reported in literature [16]. Some of the most
widely used general-purpose optimizers, such as LANCELOT (large and nonlinear constrained extended Lagrangian optimization technique) [17], MINOS (Modular In-core Nonlinear Optimization System) [18] and NPSOL (nonlinear programming systems optimization laboratory) [19] can be found in previous literature [20-23].

Other approaches based on classical optimization and its extensions such as a minimax formulation (a decision rule used in game theory and statistics for minimizing the possible loss in a worst-case/maximum loss scenario), are included in literature [24-31]. Classical optimization methods are compatible with complex circuital models; which consist full SPICE simulations at each iteration level [32]. The main benefit of using these methods lies in the wide range of problems that can be handled; with the sole requirement of performance measures and/or their derivatives. The main disadvantage of the classical optimization methods is that they can estimate locally optimal designs only. This implies that the design is as good as its neighboring designs at the least, i.e., minor alterations in parameters may terminate as an inferior solution or a completely infeasible one. Due to this reason, globally optimal result cannot to ascertained.

The same problem arises while determining feasibility using a classical optimization method; it may not always identify a feasible design, even though one exists. These optimization methods have a knack of getting stuck at local minima. This blemish is so well known that it is often not stated in the chapters. Usually, treating non-global solutions using these methods commences with the minimization of the initial settings (one after the other) and terminates with the selection of the best result available after minimization. However, this technique can only improve the probability of detecting global optimum at most. Due to the fact that computation effort gets multiplied by the number of different initials designs tried, this approach impacts one of the prime merits of classical methods, i.e., execution speed. Even procurement of good initial designs requires a significant amount of time and human oversight.

### 11.4.3 KNOWLEDGE-BASED OPTIMIZATION

Knowledge-based optimization methods are well known alternatives to classical optimization methods in analog device/circuit CAD. Examples include genetic algorithms (a metaheuristic inspired by the natural selection process, belonging to a larger class of evolutionary algorithms) and evolution systems
(a type of system, which reproduce with mutation where the fittest elements survive and the less fit die down) by Ning et al. [33] and others [34, 35]; fuzzy logic-based systems (a mathematical system that analyzes analog inputs in terms of continuous logical variables between 0 and 1 , in contrast to discretevalued digital logic) [36, 37]; and systems based on special heuristics by Degrauwe et al. [38, 39] and others [40-42].

Prime advantage offered by these methods is that they do not use derivatives as the functional basis, consequently there are few limitations on the types of performance measures, problems, and specifications that can be handled using these methods. Some of the demerits, encountered by these approaches are as follows: rather than finding a global optimum, they have the tendency to settle with a local one; that too the outcome and its precision depend largely on the initial settings; even the design and training drills associated with these methods consume substantial human oversight and time.

### 11.4.4 GLOBAL OPTIMIZATION

Such optimization methodologies which can ascertain a global optimum design are in use for quite some time in analog device/circuit CAD. Branch and bound (an estimation of the lower and upper bounds of a region/branch of the search space and approaches exhaustive enumeration as the size of the region tends to zero) [43] and simulated annealing (SA) (from its inspiration lying with equilibration in metallurgy it is a probabilistic technique for approximating the global optimum of a given function) $[4,45]$ are some of the popular algorithms based on global optimization techniques. At every level of execution, branch, and bound algorithm applies a lower limit on the design metrics to keep the design-space under check. This approach is needed to ensure a valid outcome; in other words, branch and bound algorithm can produce global optimum solution subject to predefined tolerances. A severe disadvantage of this approach lies in the fact that the computation payload rises steeply with the problem size; turning this method into a very sloth one while dealing with large-scale problems.

SA, unlike other global optimization methodologies, can overcome the tendency of clogging at local minima. Although this technique can theoretically determine the global optimum solution, but there is no certainty as such during execution. It is due to the fact that the annealing modules function correctly under ideal scenarios only (which is bound to differ during
implementation). Similar to classical and knowledge-based optimization methods, SA can handle different types of variables and design metrics; but unlike the previous two, there are no real-time learning modules readily available here. Several tools, which make use of the SA algorithm are reported in Refs. [46-50]. Advantage of SA is that it can efficiently handle sparsity and reduces the probability of finding a local solution. Sloppy execution speed and the inability to determine global solution under all circumstances are identified as its demerits.

### 11.4.5 CONVEX OPTIMIZATION AND GEOMETRIC PROGRAMMING

Mathematical attributes of convex optimization [51] and geometric programming [52] have been practiced and appreciated for decades. Convex optimization techniques concerning the minimization of convex functions over convex sets are simpler than the general optimization methods, since global minimum replaces local minimum. However, practical applications of these methodologies have started seeing broad daylight only after the deployment of interior-point algorithms. They are ideally suited for larger problems. Regardless to the primary settings, these techniques can achieve a global optimum outcome with unprecedented efficiency. Another merit of is that if the design requirements are too tight to be complied simultaneous, i.e., if they are mutually inconsistent, then the program explicitly reports the same by raising a flag. Also, due to the absence of 'learning modules,' there is no unnecessary delay in the execution process.

A major drawback of this method is that the types of compatible functions (used for defining various metrics) are very slender in comparison to the other approaches described earlier; which is eventually a trade-off to accommodate efficiency and promptness in finding truly global solutions. Based on these pros and cons, geometric programming is opted in this study to estimate optimum performance metrics. Apart from the area of research discussed in this chapter; implications of geometric programming can be observed in semiconductor device sizing in digital circuits [53] and other problems reported by Sapatnekar et al. [54, 55] and Shyu et al. [56]. Usage of convex optimization is also observed in several prior literature concerning small-scale device/circuit design problems [20, 57-62].

### 11.4.6 OBSERVATIONS

Based on the erstwhile survey of literature, it can be postulated that orthogonal convex optimization based geometric programming offers a string of merits over other optimization methods:

- Efficient handling of large-scale design problems;
- Guaranteed global optimal design solution;
- Prompt throughput with least human oversight;
- Provision for design feasibility and trade-off analysis.

Which makes geometric programming the preferred technique for the design instance in Section 11.6.

### 11.5 INTRODUCTION TO GEOMETRIC PROGRAMMING

Geometric programs (GP) $[51,52,63]$ are a special bracket of problems with an objective to be minimized mathematically; subject to predefined constraints. Newly developed GP methodologies can solve large scale practical problems related to semiconductor device and circuit design with efficiency and ease. The primary idea of GP modeling is to express any practical problem in a compatible manner either by exact formulation or by approximation. Although, successful formulation of every design aspect cannot be guaranteed, but any duly formulated problem can be solved efficiently and reliably using this method. Remainder of this section consolidates the fundamentals of GP modeling.

### 11.5.1 STANDARD REPRESENTATION

GP is the family of optimization problems represented by the generic equation:

| Optimize | $f_{0}(x)$ |  |  |
| :--- | :---: | :---: | :---: |
| Subject to | $f_{1}(x) \leq 1$, | $i=(1, \ldots, m)$ |  |
|  | $g_{1}(x)=1$, | $i=(1, \ldots, p)$ |  |
|  | $x_{i}>0$, | $i=(1, \ldots, n)$ |  |

where; $f_{1}, \ldots, f_{\mathrm{m}}$ are posynomial inequality constraints; and $g_{1}, \ldots, g_{\mathrm{p}}$ are monomial equality constraints of vector $x$ comprising of $n$ real positive
variables $x_{1}, \ldots, x_{\mathrm{n}}$. The objective function $f_{0}$ is either a posynomial to minimize (only) or a monomial to maximize/minimize (scenario specific).

### 11.5.2 MONOMIAL AND POSYNOMIAL FUNCTIONS

A monomial [51,52] function $g(x): \mathbf{R}^{\mathrm{n}}$ is defined by a vector comprising of only positive variables. It is represented as follows:

$$
\begin{equation*}
g(x)=c x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} \tag{11.2}
\end{equation*}
$$

where; $c>0$ is the coefficient; and vector $a=a_{1}, \ldots, a_{\mathrm{n}}$ is the exponent of the monomial. Any variable or positive constant can be regarded as a monomial as well.

When a monomial is divided and/or multiplied by any positive quantity and/or raised by any exponent; its property remains unchanged.

A posynomial [51,52] function $f(x): \mathbf{R}^{\mathrm{n}}$ is defined as a sum of vectors comprising of positive variables only. It is represented as follows:

$$
\begin{equation*}
f(x)=\sum_{k=1}^{K} c_{k} g_{k}(x) \tag{11.3}
\end{equation*}
$$

where; $g_{\mathrm{k}}(x)$ are monomials; and $c_{\mathrm{k}} \geq 0$ for $k=1, \ldots, K$.
When a posynomial is added and/or divided and/or multiplied by any positive quantity or any other monomial; its property remains unchanged.

### 11.5.3 EXECUTION PROCESS

An interior-point algorithm is used for executing the GP. Handling a problem of this sort is a two-step process; the first step commences with conversion of all constituting functions into convex form, which is done by taking their 'logarithm'; the second step is to execute these reiterated functions in the form of a single optimization problem.

Each reiterated function is represented either by an equality ( $==$ ) or an inequality ( $<=$ ). This two-step GP execution process is capable of finding the globally optimal solution without the need of any parameter tuning or initial guess. The reiterated problem formulation is given as follows:

| Optimize | $f_{0}(y)=\log \left(\sum_{k=1}^{K_{0}} e^{a_{0 k k}^{T} y+b_{0 k}}\right)$ |
| :---: | :---: |
| Subject to | $f_{i}(y)=\log \left(\sum_{k=1}^{K_{0}} e^{a_{k k}^{T} y+b_{k k}}\right) \leq 0, \quad i=(1, \ldots, m)$ |
|  | $g_{i}(y)=a_{i}^{T} y+b_{i}=0, \quad i=(1, \ldots, p)$ |
|  |  |  |

where; the new variables $y i=\log x i$, such that $x i=e^{y i}$.

### 11.5.4 TEST OF FEASIBILITY, TRADE-OFF, AND SENSITIVITY

As stated in Section 11.5.3, the approach of execution of any GP is a twostep process: a test of mutual consistency of constraints is carried out in the first step (test of feasibility) [3]. If mutual consistency is observed, then an attempt of finding an optimum solution is made in the second step.

Under practical scenario, infeasibility means constraint specifications are too stringent to be complied simultaneously; and one constraint at the least needs to be relaxed. When a problem is identified as infeasible, GP does the necessary flagging.

During trade-off testing; GP constraints are varied to observe their effects on the optimal value [3]. This reflects the fact that the constraints in a practical problem may vary for compelling reasons. From the standard representation of GP in Eqn. (11.1), an unsettled GP is formulated for trade-off test:

| Optimize | $f_{0}(x)$ |  |  |
| :--- | :---: | :---: | :---: |
| Subject to | $j=(1, \ldots, m)$ | $j=(1, \ldots, m)$ |  |
|  | $g_{j}(x)=r_{i}$, | $j=(1, \ldots, p)$ |  |

where; $q_{\mathrm{j}}$ and $r_{\mathrm{j}}$ are positive valued quantities. Let the function $t(q, r)$ represent the optimum result for the unsettled formulation in Eqn. (11.5).

This function is examined for different $q$ and $r$ during trade-off test. For $q_{\mathrm{j}}>1$, the $j^{\text {th }}$ inequality function is loosened by $100\left(q_{\mathrm{j}}-1\right) \%$; and for $q_{\mathrm{j}}<1$, the $j^{\text {th }}$ inequality function is tightened by $100\left(1-q_{\mathrm{j}}\right) \%$. Similarly, the context of $j^{\text {th }}$ equality constraint can be interpreted with respect to $r_{\mathrm{j}}$.

Test of sensitivity [3] shares a proximal relation with trade-off test. Influence of differential changes in constraints upon optimal objective is scrutinized here, i.e., $t(q, r)$ for $q_{\mathrm{j}}$ and $r_{\mathrm{j}}$ in the vicinity of ' 1 ' is considered. Surmising that the optimum value of objective $t(q, r)$ can be differentiated
at $q_{\mathrm{j}}=1, r_{\mathrm{j}}=1$; changes in its values with respect to very small changes in $q_{\mathrm{j}}$ and $r_{\mathrm{j}}$ can be foresighted using the plot obtained from trade-off test. This notion is given by the following derivative functions:

$$
\begin{equation*}
\left.\frac{\partial t}{\partial q_{j}}\right|_{q=1, r=1} \text { and }\left.\frac{\partial t}{\partial r_{j}}\right|_{q=1, r=1} \tag{11.6}
\end{equation*}
$$

Small variation in optimum solution caused by a small variation in $j^{\text {th }}$ inequality can be seen as the sensitivity of $j^{\text {th }}$ inequality, it is given by:

$$
\begin{equation*}
O_{j}=\left.\frac{\partial \log t}{\partial \log q_{j}}\right|_{q=1, r=1}=\left.\frac{\partial \log t}{\partial q_{j}}\right|_{q=1, r=1} \tag{11.7}
\end{equation*}
$$

Small variation in optimum solution caused by a small variation in $j^{\text {th }}$ equality can be seen as the sensitivity of $j^{\text {th }}$ equality, it is given by:

$$
\begin{equation*}
L_{j}=\left.\frac{\partial \log t}{\partial \log r_{j}}\right|_{q=1, r=1}=\left.\frac{\partial \log t}{\partial r_{j}}\right|_{q=1, r=1} \tag{11.8}
\end{equation*}
$$

It is customary to use these normalized derivatives ( $O_{\mathrm{j}}$ and $L_{\mathrm{j}}$ ), which describes the variation in optimum solution for a variation in $q_{\mathrm{j}}$ and $r_{\mathrm{j}}$.

### 11.5.5 GENERALIZED GEOMETRIC PROGRAM

GGP [52] is a design problem given by Eqn. (11.1). The only difference is that the objective and/or constraints are monomials and/or generalized posynomials. GGPs can be automatically transformed to equivalent GPs by a parser and can be solved with reliability and efficiency.

Positive fractional power, pointwise maximum of posynomials is regarded as generalized posynomials. There is also a possibility that a posynomial equality constraint may exist in a GGP. Such an occurrence can be handled straight away by replacing the posynomial equality with an inequality. This approach is called as constraint relaxation.

### 11.5.6 SOFTWARE PACKAGE

The ggplab version 1.00 is a software package for specifying and solving GPs and GGPs [51, 52]. It is a MATLAB based toolbox distributed under GNU General Public License. ggplab comprises of:

- A library of relevant objects used for specifying the optimization problem;
- A two-step problem solving mechanism gpcvx based on interior-point algorithm;
- A parser gpposy to handle posynomials.

Some caveats associated with ggplab:

- Object manipulation overhead of larger problems may affect the problem execution speed;
- gpcvx cannot handle sparsity in very large-scale problems;
- ggplab cannot handle duality. However, gpcvx does.

As an alternative to ggplab version 1.00 there is another MATLAB based generic toolbox named CVX, which is capable of handling large and complex GP optimization problems. To impart simplicity in the present analysis, ggplab remains as the preferred toolbox.

### 11.5.7 OPTIMIZATION PROCESS FLOW

Salient benefits of using GP over other optimization techniques (for electronic device and circuit optimization) are summarized in Sections 11.4.5 and 11.4.6. Based on those advantages, let us interpret the GP optimization process. Depending on how circuital performances and constraints are evaluated, any optimization technique can be broadly classified into two categories [51]:

- Simulation-basedoptimization techniques; and
- Equation-based optimizationtechniques.

Being an equation-based optimization technique and from the parlance of electronic device and circuit optimization; GP is summarized as a flowchart in Figure 11.3-a set of device and circuit equations, describing an electronic system are considered at the onset, then a group of operational scenarios are imposed on these equations as constraints alongside some of the scenario independent design variables. Then concurrent evaluation of these equations is carried out using ggplabtoolbox to determine a globally optimum solution (if any), otherwise infeasibility is reported.


FIGURE 11.3 Flowchart of device circuit optimization process.

The stated approach is exercised in this literature accompanied by a pristine modeling strategy to optimize various performance metrics of an SoC sub-circuit suitable for biomedical application.

Coherence between GP and device-circuit integration comes from the fact that a vast majority of characteristic equations used to define electronic systems can either be directly formulated as convex functions or they can be easily transformed into an analogously by the dint of approximations; making them suitable for GP. Consequently, the efficiency and promptness of GP can be brought into action to determine globally optimal solutions unambiguously, which otherwise is a very cumbersome task while using conventional TCAD tools.

### 11.6 OPTIMIZATION OF BIOMEDICAL CMOS LOW-NOISE AMPLIFIER

There has been an upsurge in the design of neural recording interfaces for biomedical measurements [64-66]. These interfaces play a significant role in clinical and neuroscience applications for capturing vital health information related to the human body for efficient diagnosis [67, 68]. These systems comprise of microelectrode(s) for biomedical activity capturing, followed by low-noise amplifiers (LNAs) for signal conditioning and a mixed-signal circuitry for digitization and processing of the acquired data. LNA is a key element in these structures, which must be capable of boosting the feeble signals detected by the microelectrodes and percolate out the unnecessary parts. Various proposals are given for solving this challenging noise-powerarea trade-off packed biomedical LNAs [69-75].

The optimization strategy based on GP and all-inversion region MOSFET, is used here to implement the CMOS LNA, with discernible changes to prior endeavors [76, 77].

### 11.6.1 LOW-NOISE AMPLIFIER TOPOLOGY

The CMOS LNA topology under consideration is of capacitive feedback network (CFN) [67, 69, 74] type, as shown in Figure 11.4.


FIGURE 11.4 CFN LNA topology.

This amplifier topology can be approximated by a three-pole network transfer function $H(s)[78,79]$.

$$
\begin{equation*}
H(s) \approx \frac{A_{v}}{\left(1+\frac{s}{p_{L}}\right)\left(1+\frac{s}{p_{H}}\right)\left(1+\frac{s}{p_{C}}\right)} \tag{11.9}
\end{equation*}
$$

where; $p_{\mathrm{L}}$ is dominant pole; $p_{\mathrm{H}}$ is output pole; $p_{\mathrm{C}}$ is compensation pole; and $A_{\mathrm{v}}$ is the open-loop DC voltage gain.

The open-loop preamplifier circuit used for implementing this neural data acquisition interface is shown in Figure 11.5.


FIGURE 11.5 Open-loop neural recording amplifier.

This amplifier must exhibit low power, low input-referred noise, and high common-mode rejection ratio to conform with the target biomedical signal monitoring domain. Such signals are characterized by their low-frequency and low-voltage levels [80-83] given in Table 11.1.

TABLE 11.1 Amplitude and Frequency of Biomedical Signals

| Parameter | ECG | EEG | EMG | Unit |
| :--- | :---: | :---: | :---: | :--- |
| Frequency | $0.05-250$ | $0.5-200$ | $0.01-10 \times 10^{3}$ | Hz |
| Amplitude | $5 \times 10^{-6}-8 \times 10^{-3}$ | $2 \times 10^{-6}-200 \times 10^{-6}$ | $50 \times 10^{-6}-10 \times 10^{-3}$ | V |

The amplifier in Figure 11.5 has two stages with a Miller capacitor or compensation capacitor $\left(C_{\mathrm{c}}\right)$ and a nulling resistor $\left(R_{z}\right)$. The first stage is a PMOS differential input pair and the second, a gain stage. Low frequency
and amplitude of the target biomedical signals gives rise to flicker noise in the structure. Spectral density of flicker noise is inversely proportional to the length-width product of MOSFETs, i.e., it has a lesser effect on bigger devices. However, bigger dimensions lead to higher power dissipation. Such countervailing aspects need to be handled judiciously.

Transistors M1, M2, M5, M7, M8, M9, and M10 are PMOS and the rest are NMOS in Figure 11.5. Current source ( $\left.I_{\text {ref }}\right)$ is built by shorting the gate and drain of M9. This connection ensures saturation region operation for M9. The nulling resistor $\left(R_{z}\right)$ is formed by shunting M10 with M11. The gates of M10 and M11 are biased at $V_{\mathrm{dd}}$ and $V_{\text {ss }}$, respectively. They are illustrated in Figure 11.6.


FIGURE 11.6 Active resistors.

Such realization of $R_{\mathrm{z}}$ in the form of an active component; based on a MOSFET pair can significantly improve the dynamic range of the LNA over a single-transistor based variant [78]. The equivalent resistance of $R_{z}$ can be estimated from Eqn. (11.10).

| $R_{M 10}=\frac{1}{\mu_{M 10} C_{o x}\left(V_{g s}-\left\|V_{t h, M 10}\right\|\right)}$ |  |
| :--- | :--- |
| $R_{M 11}=\frac{1}{\mu_{M 11} C_{o x}\left(V_{g s}-\left\|V_{t h, M 11}\right\|\right)}$ | (11.10) |
| $R_{z}=R_{M 10} \\| \mid R_{M 11}$ |  |

where; $R_{\mathrm{M} 10}$ and $R_{\mathrm{M} 11}$ are equivalent resistances for transistors M10 and M11. Also, $\mu, C_{\mathrm{ox}}, V_{\mathrm{gs}}, V_{\mathrm{th}}$ along with the respective MOSFET subscript; carry their usual meanings.

### 11.6.2 FORMULATION OF NEURAL RECORDING AMPLIFIER

This neural recording amplifier is optimized using GP with an objective of minimizing the power dissipation $(P)$; subject to constraints on open-loop DC voltage gain $\left(A_{\mathrm{v}}\right)$, common-mode rejection ratio ( $C_{\mathrm{mrr}}$ ), gain-bandwidth $\left(G_{\mathrm{bw}}\right)$, slew rate $\left(S_{\mathrm{r}}\right)$, phase margin $\left(P_{\mathrm{m}}\right)$, input-referred noise power spectral density $S_{\text {in }}(f)$.
$A_{\mathrm{v}}$ can be expressed in a GP compatible form as:

$$
\begin{equation*}
A_{v}=\frac{2\left(\frac{g_{m}}{I_{d}}\right)_{M 2}\left(\frac{g_{m}}{I_{d}}\right)_{M 6} I_{d, M 2} I_{d, M 6}}{\left(\left(\frac{I_{d}}{V_{A}}\right)_{M 2}+\left(\frac{I_{d}}{V_{A}}\right)_{M 4}\right)\left(\left(\frac{I_{d}}{V_{A}}\right)_{M 6}+\left(\frac{I_{d}}{V_{A}}\right)_{M 7}\right)} \tag{11.11}
\end{equation*}
$$

where $V_{\mathrm{A}}$ is the early voltage. This inverse posynomial expression of $A_{\mathrm{v}}$ in Eqn. (11.11) is constrained by a minimum gain requirement $\left(A_{v-\text { min }}\right)$.

Common mode rejection ration is modeled as:

$$
\begin{equation*}
C_{m r r}=\frac{2\left(\frac{g_{m}}{I_{d}}\right)_{M 1}\left(\frac{g_{m}}{I_{d}}\right)_{M 3} I_{d, M 1} I_{d, M 3}}{\left(\left(\frac{I_{d}}{V_{A}}\right)_{M 1}+\left(\frac{I_{d}}{V_{A}}\right)_{M 3}\right)\left(\frac{I_{d}}{V_{A}}\right)_{M 5}} \tag{11.12}
\end{equation*}
$$

$C_{\text {mri }}$ in Eqn. (11.12) is inverse posynomial; constrained by minimum CMRR requirement ( $C_{\text {mrr-min }}$ ).

Gain-bandwidth is well approximated by the following expression:

$$
\begin{equation*}
G_{b w} \approx \frac{1}{C_{c}}\left(\frac{g_{m}}{I_{d}}\right)_{M 1} I_{d, M 1} \tag{11.13}
\end{equation*}
$$

$G_{\mathrm{bw}}$ in Eqn. (11.13) is monomial; which is constrained by minimum gainbandwidth ( $G_{\text {bw-min }}$ ).

Considering a simplified realization of $R_{z}$ based on single MOSFET:

$$
\begin{equation*}
R_{z}=1 /\left(\frac{g_{m}}{I_{d}}\right)_{M 6} I_{d, M 6} \tag{11.14}
\end{equation*}
$$

Dominant pole $p_{\mathrm{L}}$ in Eqn. (11.9) is expressed as follows:

$$
\begin{equation*}
p_{L}=\frac{1}{A_{v} C_{c}}\left(\frac{g_{m}}{I_{d}}\right)_{M 1} I_{d, M 1} \tag{11.15}
\end{equation*}
$$

Output pole $p_{\mathrm{H}}$ in Eqn. (11.9) is expressed as follows:

$$
\begin{equation*}
p_{H}=\frac{C_{c}\left(\frac{g_{m}}{I_{d}}\right)_{M 6} I_{d, M 6}}{C_{s 1} C_{c}+C_{s 1} C_{s 2}+C_{c} C_{s 2}} \tag{11.16}
\end{equation*}
$$

where; $C_{\mathrm{s} 1}$ is the capacitance at the output node of the first stage and $C_{\mathrm{s} 2}$ is the capacitance at the output node of the second stage. They are expressed as follows:

$$
\begin{align*}
& C_{s 1}=C_{g s, M 6}+C_{d b, M 2}+C_{d b, M 4}+C_{g d, M 2}+C_{g d, M 4} \\
& C_{s 2}=C_{L}+C_{d b, M 6}+C_{d b, M 7}+C_{g d, M 6}+C_{g d, M 7} \tag{11.17}
\end{align*}
$$

where; $C_{\mathrm{gs}}$ is the gate to source capacitance; $C_{\mathrm{db}}$ is the drain to body capacitance; $C_{\mathrm{gd}}^{\mathrm{gs}}$ is the gate to drain capacitance of respective MOSFETs; and $C_{\mathrm{L}}$ is the load capacitance.

Compensation pole $p_{\mathrm{C}}$ in Eqn. (11.9) is expressed as follows:

$$
\begin{equation*}
p_{C}=\frac{1}{C_{s 1}}\left(\frac{g_{m}}{I_{d}}\right)_{M 6} I_{d, M 6} \tag{11.18}
\end{equation*}
$$

Slew rate $S_{\mathrm{r}}$ is expressed as an inverse posynomial expression:

$$
\begin{equation*}
S_{r}=\min \left\{\frac{2 I_{d, M 1}}{C_{c}}, \frac{I_{d, M 7}}{C_{c}+C_{s 2}}\right\} \tag{11.19}
\end{equation*}
$$

The expression in the right-hand side of Eqn. (11.19) has two parts. Therefore, each part has to be treated distinctly with minimum $S_{\mathrm{r}}$ constraint ( $S_{r-\min }$ ).

At unity-gain frequency, phase shift contribution of dominant pole does not exceed $90^{\circ}$. Minimum phase margin constraint $\left(P_{\mathrm{m}-\mathrm{min}}\right)$ is well approximated by the following polynomial inequality:

$$
\begin{equation*}
\tan ^{-1}\left(\frac{G_{b w}}{p_{H}}\right)+\tan ^{-1}\left(\frac{G_{b w}}{p_{C}}\right) \leq 90^{\circ}-P_{m-\min } \tag{11.20}
\end{equation*}
$$

This phase margin constraint in Eqn. (11.20) cannot be handled by GP straightaway. Using the concept of parameter fitting; $\tan ^{-1}(x) \approx 0.75 x^{0.7}$ gives a fit of $\pm 3^{\circ}$ for angles between $0^{\circ}$ and $60^{\circ}$.

Spectral density of input-referred flicker noise at frequency $f(<3-\mathrm{dB}$ frequency) is well approximated by the following expression:

$$
\begin{equation*}
S_{i n}(f)^{2}=2\left[S_{M 1}(f)^{2}+\left\{S_{M 3}(f)\left(\frac{g_{m}}{I_{d}}\right)_{M 1}\left(\frac{g_{m}}{I_{d}}\right)_{M 3} I_{d, M 1} I_{d, M 3}\right\}^{2}\right] \tag{11.21}
\end{equation*}
$$

where;

$$
\begin{equation*}
S_{M 1}(f)=\frac{K_{f, M 1}}{C_{o x}^{2}\left(W L f^{A_{f}}\right)_{M 1}} \quad S_{M 3}(f)=\frac{K_{f, M 3}}{C_{o x}^{2}\left(W L f^{A_{f}}\right)_{M 3}} \tag{11.22}
\end{equation*}
$$

where; parameter $K_{\mathrm{f}}$ represents the operating value of flicker noise factor; and $A_{\mathrm{f}}$ is the slope of flicker noise power spectral density for respective MOSFETs. The posynomial in Eqn. (11.21) is constrained by maximum input-referred flicker noise power spectral density $S_{\text {in }}(f)_{\max }$.

Power dissipation, being the objective function to be minimized, is expressed as:

$$
\begin{equation*}
P=V_{d d}\left(I_{d, M 5}+I_{d, M 7}+I_{d, M 8}\right) \tag{11.23}
\end{equation*}
$$

Biasing voltages, gate overdrive, signal swing, symmetry, and matching, and systematic input offset constraints are also included in the problem definition.

The optimization problem is summarized in Eqn. (11.24).

| Minimize | $P$ |
| :--- | :--- |
| Subject to | $L_{\min } \leq L_{i} \leq L_{\max }, W_{\min } \leq W_{i} \leq W_{\max }, \quad i=(M 1, \ldots, M 8)$ |
|  | $\left(\frac{S_{f_{i}} U_{T}}{2}\right)^{2}\left(\frac{g_{m}}{I_{d}}\right)_{i}^{2} C_{i n v_{i}}+S_{f_{i}} U_{T}\left(\frac{g_{m}}{I_{d}}\right)_{i} \leq 1$, |
|  | $V_{o d} \leq \sqrt{2 I_{d, i} / \mu_{i} C_{o x}\left(\frac{W}{L}\right)_{i}}$, |
|  | $A_{v-\min } \leq A_{v}, C_{m r r-\min } \leq C_{m r r}, G_{b w-\min } \leq G_{b w}, S_{r-\min } \leq S_{r}$, |



### 11.6.3 RESULT INTERPRETATION

Device parameters are taken from a BSIM 3v1 (LTspice level-8) CMOS model for 180 nm technology node at 300 Kelvin; y MOSIS. Constraint specifications are listed in Table 11.2. Minimum $S_{\mathrm{r}}$ constraint would ensure adequate open-loop voltage gain in the first stage and a constant current input to the second stage for linear output. Minimum phase margin constraint would fortify possibilities of any in-phase lag at the LNA output.

TABLE 11.2 Constraint Specifications for Biomedical LNA

| Constraint | Specification | Unit |
| :--- | :---: | :---: |
| Device width | $1.8 \leq W \leq 180$ | $\mu \mathrm{~m}$ |
| Device length | $0.18 \leq L \leq 1.8$ | $\mu \mathrm{~m}$ |
| Load capacitance | 1 | pF |
| Supply voltage | 1.25 | V |
| Oxide thickness | 4.1 | nm |
| Open-loop DC voltage gain | $\geq 60$ | dB |
| CMRR | $\geq 60$ | dB |
| Gain-bandwidth | $\geq 1$ | MHz |
| SR | $\geq 1$ | $\mathrm{~V} / \mathrm{\mu s}$ |
| PM | $\geq 60$ | degree |
| Input-referred noise | $\leq 450$ | $\mathrm{nV} / \mathrm{NHz}$ |
| Power | minimize | $\mu \mathrm{W}$ |

Estimated optimum solution is summarized in Table 11.3.

TABLE 11.3 Optimum Solution for Biomedical LNA

| Parameter | Symbol | Optimum Solution | Unit |
| :--- | :--- | :--- | :--- |
| Device length | $L_{\mathrm{M} 1}=L_{\mathrm{M} 2}, L_{\mathrm{M} 3}=L_{\mathrm{M} 4}$ | 1.8 | $\mu \mathrm{~m}$ |
|  | $L_{\mathrm{M} 5}=L_{\mathrm{M} 7}=L_{\mathrm{M} 8}$ | 1.43658 |  |
|  | $L_{\mathrm{M} 6}$ | 1.8 |  |
| Device width | $W_{\mathrm{M} 1}=W_{\mathrm{M} 2}$ | 180 | $\mu \mathrm{~m}$ |
|  | $W_{\mathrm{M} 3}=W_{\mathrm{M} 4}$ | 180 |  |
|  | $W_{\mathrm{M} 5}$ | 180 |  |
|  | $W_{\mathrm{M} 6}$ | 20.87414 |  |
|  | $W_{\mathrm{M} 7}$ | 10.43707 |  |
|  | $W_{\mathrm{M} 8}$ | 1.43658 | $\mathrm{k} \Omega$ |
| Nulling resistance | $R_{\mathrm{z}}$ | 420.7278 | $\mu \mathrm{~A}$ |
| Compensation capacitance | $C_{\mathrm{c}}$ | 1.780275 | dB |
| Open-loop DC voltage gain | $A_{\mathrm{v}}$ | 80.0 | dB |
| CMRR | $C_{\mathrm{m} 75}$ | 82.70868 | MHz |
| Gain-bandwidth | $G_{\mathrm{bw}}$ | 22.44995 | $\mathrm{~V} / \mu \mathrm{s}$ |
| SR | $S_{\mathrm{r}}$ | 1 | degree |
| PM | $P_{\mathrm{m}}$ | 78.07401 | $\mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| Input-referred noise | $S_{\text {in }}(f)$ | 319.6656 | $\mu \mathrm{~W}$ |
| Power | $P$ | 64.8477 |  |

In Table 11.3, the nulling resistance $R_{z}$ between the input and output stages is a crucial parameter, since it suppresses the effect of the Right-Hand Plane Zero in the network transfer function to offer greater stability by maintaining balance between the two stages of the amplifier.

To assess the correctness of the optimum data, key performance measures obtained from this method are compared with that of SPICE simulation data in Table 11.4.

TABLE 11.4 Comparison with SPICE Simulation Data

| Parameter | This Method | SPICE | Unit |
| :--- | :---: | :---: | :---: |
| Open-loop DC voltage gain | 80.0 | 67.363 | dB |
| CMRR | 82.70868 | 94.124 | dB |
| Gain-bandwidth | 22.44995 | 32.959 | MHz |
| SR | 1 | 1.45 | $\mathrm{~V} / \mu \mathrm{s}$ |
| PM | 78.07401 | 63 | degree |
| Power | 64.8477 | 64.8476 | $\mu \mathrm{~W}$ |

Marginal deviation between the results, observed in Table 11.4, are caused by the approximations made in the design for modeling compatibility.

Optimal device and circuit parameters from Table 11.3 are used for rigging the amplifier circuit in SPICE for AC and DC analysis, to obtain Bode plot and power dissipation curves, as shown in Figures 11.7 and 11.8, respectively.


FIGURE 11.7 Bode plot of neural preamplifier.


FIGURE 11.8 Power dissipation curve of neural preamplifier.

### 11.6.4 INFERENCES

Since this amalgamated approach is valid for all three regions of MOSFET inversion; thus, it offers greater flexibility, and it is certainly a reliable approach for predicting optimum behavior of biomedical low noise amplifier.

It is customary to state that apart from the optimum solution enlisted in Table 11.3, additional information on MOSFET operating region and transconductance efficiency can be procured from respective inversion coefficients. According to that data, all transistors (except the active resistors) are operating in moderate inversion; indicating lower power dissipation for this configuration.

Due to limitations on the types of functions that can be handled by GP; parameters such as negative slew-rate, positive power-supply rejection ratio could not be accommodated in this formulation. But the plausibility of incorporating further accuracy by the dint of judicious modeling strategies; signifies the abundant scope of this technique.
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#### Abstract

Quantum cellular automata (QCA) is the most recent creating innovation for rapid, low power computation architectural technique in the field of new-age nanoelectronics that restructures the logical information as charge structures of as a Quantum cell which was firstly suggested by Lent et al. [1]. The Quantum-Dot cellular automata are an alternative for conventional CMOS technology to implement classic cellular automata with quantum dots. The use of quantum cell automata is an innovation as an option to CMOS technology on the nanoscale has a promising future as its integration with various digital circuits in a precisely low powered device. This chapter analyzes the QCA based flip-flops and proposed novel layouts of shift register and ring counter with less QCA cells and better performance parameters. The SISO shift register and ring counter is structured using a D flip flop which is redesigned using 38 cells, show $42 \%$ less complexity than previous structures.


### 12.1 INTRODUCTION

In this emerging technology era for the last two decades, the group of researchers at the University of Notre Dame was working on this promising technology paradigm shift transforms the nanotechnology research area. In their research, the architecture of QCA circuits which is a QCA cell designed from which the basic gates and logic devices are evolved. The research involved the physical level and then they designed the simulation tool QCA designer in 2004 [3]. Macucci [4] contributed in the manufacturing of QCA devices, and Lombardi et al. [5] presented the design and reliability test of digital circuits in QCA. The QCA technology has many advantages like its operation at low power and having high density operating at terahertz range [6-9]. The proposed designs of various flip flops can be effectively used to realize more complex memory circuits. The simulations of various Flip Flops in the present work have been carried out using QCA designer tool. The schematic Figure 12.1(a) is a QCA nanostructure having four quantum dots. The square placed the quantum dots at its corner. The cell comprises of two electrons that tunnel through the four quantum dots at the corner of the square cell. The tunneling did not take place between the two adjoining cells. The quantum dots (represented as $i$ ) in the cell where $\mathrm{i}=1, \mathrm{i}=2, \mathrm{i}=3, \mathrm{i}=4$ are the capacities that represents the interstitial position within the cell. Eqn. (12.1) represents the polarization in a cell.

$$
\begin{equation*}
\mathrm{P}=\frac{\left(\rho_{1}+\rho_{3}\right)-\left(\rho_{2}+\rho_{4}\right)}{\left(\rho_{1}+\rho_{2}+\rho_{3}+\rho_{4}\right)} \tag{12.1}
\end{equation*}
$$

The polarization estimates the charge within the cell, up to which the charge is conveyed among the four dots. Logical representation is characterized in QCA in the forms of logiclogic.

Due to Coulombic attraction-repulsion [1] cells occupy the antipodal sites under the control clocking scheme in which fences between dots which is enough to free the electrons as shown in Figure 12.1(a). The two polarizations of -1 and +1 represent the binary " 0 " and " 1 ," respectively. The propagation of the charges can be transmitted by the Coulombic repulsion within the cells within the cell array. There is interaction between the QCA cells which is highly irregular, indeed, even a somewhat spellbound in input cell actuated the enraptured output cell completely to its degree [10], if they are placed near to each other with the polarized cell. The binary information can be transferred by interacting with each other between adjusted cells onward inline of QCA cells termed as a "wire" as presented in Figure
12.1(b), where the quantum cells are neighboring each other instead of a physical wire. Interconnections between the different rationale parts are gotten to utilizing this QCA wire, ability to offer "processing-in-wire" [11]. QCA transferred the logical information without current flow and without the electrons tunneling between the two adjacent cells.


FIGURE 12.1 (a) Binary QCA cells; (b) QCA wire.
Source: Reprinted from Ref. [2]. Open access.

### 12.2 QCA MAJORITY IMPLEMENTATION

With the evolution of devices like parametrons and Esaki diodes in 1960 [12], the binary majority elements are also evolved with the development which describes how simple Boolean expressions can be implemented using a majority decision operator. On the basis of this approach, synthesis of complex networks of components which includes decomposition and rearrangement, transformed to majority element based which is having limited fan-in Ref. [13]. The synthesis take place with respect to various class of logic functions and Boolean expression. A distributive law showcases the majority logic is described in Refs. [15, 27]. The various algebraic method for logical designs, apply Veitch diagrams which is a geometric method for synthesis the various input majority gates $n$-argument switching functions [16] which is presented by Bernstein et al. [14]. The NOT Gate is represented by rearranging the QCA cells as shown in Figure 12.2 and majority gate, respectively. By applying input "Logic 0 ," we get output of "Logic 1" which
amounts to inverting the input or vice-versa. The output of the Three input MG shown in Figure 12.2(b) having three inputs. If $\mathrm{X}, \mathrm{Y}$, and Z are three inputs to the MG, then the output is given by: $\mathrm{M}(\mathrm{X}, \mathrm{Y}, \mathrm{Z})=\mathrm{XY}+\mathrm{YZ}+\mathrm{XZ}$.

(a)

(b)

FIGURE 12.2 (a) Inverter; (b) three input majority gate $\mathrm{M}(\mathrm{X}, \mathrm{Y}, \mathrm{Z})=\mathrm{XY}+\mathrm{YZ}+\mathrm{AZ}$. Source: Reprinted from Ref. [2]. Open access.

If $\mathrm{Z}=0$, the three input MG will be structured as an AND gate. In other words, $\mathrm{M}(\mathrm{X}, \mathrm{Y}, 0)=\mathrm{XY}$. Likewise, by keeping $\mathrm{Z}=1$, the MG functions will act as an OR gate $\mathrm{M}(\mathrm{X}, \mathrm{Y}, 1)=(\mathrm{X}+\mathrm{Y})$. A MG technique has advantages compared to an AND or OR semiconductor-based gate [20-23] as they require just a similar number of cells in QCA then that of other gate fabricated technologies where the 3 -input MG which is less than required then the number of transistors for some other gates in applying the gates through majority gate $[24,25]$.

Figure 12.3 represents the five input MG structure which is designed for complex QCA circuit implementations [17]. This will reduce the hardware requirements for more complex and simply the five input QCA logic circuits [18]. The majority structure uses the 10 QCA cells for the implementation where A, B, C, D, E are the input logic of the five-input MG structure. The logical declaration for the output of five-input MG is represented by Eqn. (12.2). By using this equation designer can implement more complex logic. A, B, C, D are referred as $\mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3}, \mathrm{X}_{4}, \mathrm{X}_{5}$
$M\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{5}\right)=X_{1} X_{2} X_{3}+X_{1} X_{2} X_{4}+X_{1} X_{2} X_{5}+X_{1} X_{3} X_{4}+X_{1} X_{3} X_{5}+$ $X_{1} X_{4} X_{5}+X_{2} X_{3} X_{4}+X_{2} X_{3} X_{5}+X_{2} X_{4} X_{5}+X_{3} X_{4} X_{5}$

(a)

(b)

FIGURE 12.3 (a) QCA based majority gate; (b) schematic of majority gate having five inputs.
Source: Reprinted from Ref. [2]. Open access.

### 12.3 QUANTUM-DOT CELLULAR AUTOMATA BASED FLIP FLOP DESIGN

The Flip Flop circuit is a major component for the design of any memory device. This is two output logics, one with the normal output and other stored bit is complement of the first. The Binary information fed to various flipflop which gives rise to different logical outputs which use to implement in various memory devices. The types of flip flop under consideration:

- JK FF;
- T FF;
- SR FF;
- D FF.

For minimizing the complexity of various flip flops design, majority logic is employed [19]. To keep the memory in motion and intact, there is a need to create a feedback loop in QCA therefore proposed structures of the flipflops are simulated in this chapter. For the generation of QCA architecture of various flip flops, the characteristics equation is generated from the existing truth tables of these flip flops.

### 12.3.1 JK FLIP FLOP

Simultaneously when logic 1 is applied to J and K, the FF transforms to its supplement state. The JK FF vectors are established in Table 12.1. A sequential JK flip-flop is shown in Figure 12.4. J and K are the two inputs along with one control input clock (clk). The JK flip flop is having two inverters and four majority gates as demonstrated in Figure 12.5.


FIGURE 12.4 Logic design of JK FF.
Source: Reprinted from Ref. [2]. Open access.

TABLE 12.1 Simulating Vectors of JK FF


Source: Reprinted from Ref. [2]. Open access.

$$
\begin{equation*}
Q(t+1)=J Q^{\prime}+K^{\prime} Q \tag{12.3}
\end{equation*}
$$

The majority gate M1 is feed with output Q and majority gate M3 is feed with the complement of the output from the flip flop. The output from M3 and M1 are synchronized with the clk input by majority gate M2. Thereby another majority gate M 2 act as an OR gate to produce the output $\mathrm{JQ}{ }^{\prime}+\mathrm{K}^{\prime} \mathrm{Q}$ which is act as input to gate M4 which is utilized and derived in Eqn. (12.3).


FIGURE 12.5 Majority gate based JK FF [2].

The layout of JK FF is implemented in QCA Designer shown in Figure 12.6. The QCA accomplishment with 46 cells to design, with an area of $38,804 \mathrm{~nm}^{2}$ (Figure 12.7).


FIGURE 12.6 Layout of JK FF [2].


FIGURE 12.7 Simulation results of JK FF.

### 12.3.2 T FLIP FLOP

The T FF is derived from the JK type FF when inverter connects the inputs as shown in Figure 12.8. The state of T FF is toggled during the transaction. When clock pulse is triggered, flip flop complements the present state. The simulation vector Table 12.2 which represents its toggling switching into various states.


FIGURE 12.8 Logic design of T FF.

TABLE 12.2 Simulating Vectors of T FF


$$
\begin{equation*}
Q(t+1)=T Q^{\prime}+T^{\prime} Q \tag{12.4}
\end{equation*}
$$

The structure of T FF is structured by implementing 4 MGs and 2 inverters presented in Figure 12.9. The input of majority gate M4 is having three inputs, first which is complement from Majority gate M3, second is the
feedback from output, last is the output from majority gate M2. On the other hand, M1 and M3 act as OR gate to produce TQ'+T'Q under the influence of clock input. The desired characteristics are produced by MG M4 which form a loop for the Eqn. (12.4).


FIGURE 12.9 Majority gates-based T FF.

The T flip flop is executed in QCA designer tool of the T flip flop is shown in Figure 12.10 with 53 cells and occupied the area of $49,484 \mathrm{~nm}^{2}$. The simulation results are produced in Figure 12.11.


FIGURE 12.10 Layout of T-FF.


FIGURE 12.11 Simulation results of T flip flop.

### 12.3.3 SR FLIP FLOP

The SR flip-flop is enabled by a shown in Figure 12.12, contribution by two NOR gate and two AND gates. As long as the clock pulses remain zero, the output remains at zero in spite of the S and R input values.


FIGURE 12.12 Schematic of SR FF.

The simulating vector of SR FF is shown in Table 12.3. This Eqn. (12.5) indicates the estimation of the following state as an element of the present state with the implementation of clock pulse is derived by using K-Map. The SR flip flop is reproduced by utilizing five majority gates and one inverter, as shown in Figure 12.13. S and R are the two inputs of the circuit with one control input clock. The output of the flip flop is feedback to M4 acts as an AND gate which combines with the input R' of majority gate M3 and output $\mathrm{S}+\mathrm{R}^{\prime} \mathrm{Q}$ to produce $\mathrm{R}^{\prime} \mathrm{Q}$. The loop is formed by the M4 and M5 majority gates. The OR operation is designated by M5 with the combination of "S" of the output of majority gate M1 and "R'Q" of majority gate M4. The desired symptomatic Eqn. (12.5) of SR FF at the output of M5.

TABLE 12.3 Simulating Vector of SR Flip Flop


$$
\begin{equation*}
Q(t+1)=S+R^{\prime} Q \tag{12.5}
\end{equation*}
$$



FIGURE 12.13 Majority gate-based SR FF.

The layout of SR FF is implemented using QCA cells having five majority gates as shown in Figure 12.14 with 64 cells and area of $60,888 \mathrm{~nm}^{2}$. The simulation result of QCA based SR flip flop is shown in Figure 12.15.


FIGURE 12.14 QCA based SR FF.


FIGURE 12.15 Simulation results of SR flip flop.

### 12.3.4 D FLIP FLOP

The logic schematic of D FF presented in Figure 12.16. The D FF is a reformation of SR FF which is enabled by clock signal. The NOT gate is installed in between the two SR FF inputs with clock signal. The D acts as input with a clock signal and the complement of the D input goes to the gate input.


FIGURE 12.16 Logic schematic of D flip flop.

When clock pulse is triggered, logical information available at the input of flip flop which is transferred to the output ' Q .' The simulating vector table of the D FF is shown in Table 12.4. The D FF circuit is controlled by a clock along with one input D . The structure of DFF is constructed with three input majority gate and one inverter with the transit characteristic of Eqn. (12.4) as shown in Figure 12.17. The majority gate M1 simulate as an AND gate and majority gate M2 simulate as an OR gate. The output of the majority gate M1 and M2 triggered with the majority gate M3 with feedback from the output simulates the characteristics Eqn. (12.6).

TABLE 12.4 Simulating Vector of D Flip Flop


$$
\begin{equation*}
Q(t+1)=D \tag{12.6}
\end{equation*}
$$



FIGURE 12.17 Majority gate-based D FF.

The D FF is implemented using QCA designer presented in Figure 12.18 with 38 cells and an area of $47,838 \mathrm{~nm}^{2}$ and having $42 \%$ lesser complexity than the previous structure. The simulation results are shown in Figure 12.19.


FIGURE 12.18 Layout of D-FF.


FIGURE 12.19 Simulation results of D FF.

The performance analysis proposed JK FF, T FF, SR FF and D FF are given in Table 12.5. The performance analysis of proposed flip flops circuits is compared in context to their complexity, area, and latency.

TABLE 12.5 Performance Analysis of Flip Flops

| Flip Flop | Previous Structure |  |  |  | Proposed Structure |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Complexity | Area (nm) | Total Area |  |  |  |  |
| $\left(\mathbf{n m}^{2}\right)$ |  |  |  |  |  |  |  |$)$

### 12.4 SHIFT REGISTER USING D-FF

The serial in/serial-out shift register accepts and produces the stored data serially, one bit at a time on a single line as shown in Figure 12.20. The clock pulse is provided from the common source and the same instant. The shift register is constructed from single DFF which is designed in Figure 12.18 with 38 cells having the total area of $47,838 \mathrm{~nm}^{2}$, now the shift register serial in serial out is having the $4 \mathrm{D}-\mathrm{FF}$, total cell used are 211 with the area spacing of $1,058 \mathrm{~nm} \times 241 \mathrm{~nm}$ that is $254,978 \mathrm{~nm}^{2}$. The layout design of shift registers by QCA designer tool in Figure 12.21 having four D-FF are arranged serially to form the 4-Bit SISO register. The input is fed through input D and the clock is provided as shown in Table 12.6 as the design vectors of shift register and the simulation waveform in Figure 12.22 is thus formed using these vectors using the Euler method in coherence vectors simulation engine as shown in Table 12.7.

TABLE 12.6 Design Vector


FIGURE 12.20 Block diagram of shift register using DFF.


FIGURE 12.21 Layout of the serial-in serial-out shift register using DFF.


FIGURE 12.22 Simulation waveform of serial-in serial-out shift register.

### 12.5 RING COUNTER USING D-FF

The ring counter is designed using 38 cell D FF, the design is ring counter schematic as presented in Figure 12.23. The structure of counter has 272 cells having a total area of $1,083 \mathrm{~nm} \times 258 \mathrm{~nm}$ means $279,414 \mathrm{~nm}^{2}$. The feedback from the output is fed back to the FF1 from FF4. The clock pulse is given at the same instant; all four D-Flip Flop is having different clock pulse. The basic D-Flip Flop is designed having 38 cells in Figure 12.18. The layout is designed with four D flip flop which are serially designed with feedback as shown in Figure 12.24. The design vector is shown in Table 12.6 which formed the simulation waveform is described in Figure 12.25 using Euler method in coherence vectors simulation engine as shown in Table 12.7. The design vectors are the input provided for simulating the design in given truth tabular format.


FIGURE 12.23 Block diagram of shift register using DFF.

TABLE 12.7 Coherence Vector Simulation Engine


There are 12,800 samples with convergence tolerance 0.001000 , radius of effect of cell is 65 nm and maximum iterations per sample is 100 in bistable simulations in the simulating engine of QCA Designer tool (Table 12.8) [26].

TABLE 12.8 Performance Evaluations

| Layout | No of QCA Cells | Area | Total Area |
| :--- | :---: | :---: | :---: |
| Shift register | 211 | $1,058 \mathrm{~nm} \times 241 \mathrm{~nm}$ | $254,978 \mathrm{~nm}^{2}$ |
| Ring counter | 272 | $1,083 \mathrm{~nm} \times 258 \mathrm{~nm}$ | $279,414 \mathrm{~nm}^{2}$ |



FIGURE 12.24 Layout of ring counter using DFF.


FIGURE 12.25 Simulation waveform for ring counter using D-flip flop.

### 12.6 CONCLUSION

The QCA layout of various FF, Shift Register, Ring Counter is created from QCA Designer tool. QCA Designer Pro tool is used to estimate the power in the circuits [29-32], which provide pliability in terms of spacing and dimensions of QCA cells in a layout in the presence of radiations. The size depends upon the number of QCA cells utilized to design that structure, hence it is possible to minimize the area by reducing the number of cells which is only possible by using majority gates. The D-FF Flip Flop found ideal for the design of sequential circuits like 4-bit shift register and ring counter having the latency of 1 in both designs. The shift register and ring counter are novel designs having complexity much lesser with the use of D flip flop whose complexity is of 38 cells and area of $0.047 \mu \mathrm{~m}^{2}$. The shift register is designed with complexity of 211 cells and latency of 1 similarly ring counter with complexity of 272 .
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#### Abstract

This work provides a systematic overview of the design and performance of voltage-mode digital control of DC-DC converter. Different design aspects of digital control have been highlighted and digital implementation of PID controller and pulse width modulator scheme has been discussed. A case study of DC-DC buck converter is used to illustrate the working of digital controller.


### 13.1 INTRODUCTION

The design of power electronic system for different applications is a typical engineering problem where the design professional has to consider cost, performance, system complexity, efficiency, reliability, and robustness. As the power system is becoming increasingly complex in nature, power management issues in the system are becoming a real challenge. The complex system comprises of multiple subsystems which have either full or partial
interaction with other subsystems. Therefore, power management issue has been one of the emerging research topics in recent times. Besides the control issue, modern day system has several additional features depending on the application. Some of the additional features are (a) communication, (b) reprogramming, (c) automatic tuning, (d) fault diagnosis, etc.

Classical technique to design a compensator for DC-DC converter relies on the well-established technique of frequency response method where compensator is designed via the frequency response of the system. Using this technique, different controller is designed which can be implemented using operational amplifier-based circuits. The analog controller has a large bandwidth, but its ineffective when there are changes in the dynamics of the system. The lack of reprogramming and updation of controller parameters makes the controller fixed in nature (non-adaptive). The aging of the components and variation of load also plays a vital role where analog controller fails to provide adequate control output. Analog controller has a large number of parts which increases the design complexity and the computational complexity of the controller is also poor.

Therefore, digital controller has been used by power electronic design professional to overcome the limitations of the analog controller. Digital controller is reprogrammable and the controller parameters can be tuned according to the requirements. Digital controller possesses good computational complexity which allows the designer to provide additional features in the controller. The introduction of digital signal processor in 1983 by Texas Instrument paved the way of actual digital control in DC-DC converter [1, 2]. Figure 13.1 provides a system-level architecture of a digitally controlled DC-DC converter which is a combination of analog as well as digital systems. DC-DC converter, gate driver, sensor, and signal conditioning circuit comprise of the analog system whereas digital compensator, digital pulse width modulator constitutes the digital part.

Design of power electronic system for different applications is a typical engineering problem where the design professional has to consider cost, performance, system complexity, efficiency, reliability, and robustness. As the power system is becoming increasingly complex in nature, power management issues in the system are becoming a real challenge. The complex system comprises of multiple subsystems which have either full or partial interaction with other subsystems. Therefore, power management issue has been one of the emerging research topics in recent times. Beside the control issue, modern day system has several additional features depending
on the application. Some of the additional features are (a) communication; (b) re-programming; (c) automatic tuning; (d) fault diagnosis, etc.

Classical technique to design a compensator for DC-DC converter relies on the well-established technique of frequency response method where compensator is designed via the frequency response of the system. Using this technique, different controller is designed which can be implemented using operational amplifier-based circuits. The analog controller has a large bandwidth, but its ineffective when there are changes in the dynamics of the system. The lack of reprogramming and updation of controller parameters makes the controller fixed in nature (non-adaptive). The aging of the components and variation of load also plays a vital role where analog controller fails to provide adequate control output. Analog controller has a large number of parts which increases the design complexity and the computational complexity of the controller is also poor.

Therefore, digital controller has been used by power electronic design professional to overcome the limitations of the analog controller. Digital controller is reprogrammable and the controller parameters can be tuned according to the requirements. Digital controller possesses good computational complexity which allows the designer to provide additional features in the controller. The introduction of digital signal processor in 1983 by Texas Instrument paved the way of actual digital control in DC-DC converter [1, 2].

Figure 13.1 provides a system-level architecture of a digitally controlled DC-DC converter which is a combination of analog as well as digital systems. DC-DC converter, gate driver, sensor, and signal conditioning circuit comprise of the analog system whereas digital compensator, digital pulse width modulator constitutes the digital part.


FIGURE 13.1 System-level architecture of digitally controlled DC-DC converter.

DC-DC converter provides a regulated output with the help of a feedback controller and a modulator unit. For digital control scheme, the sensors (voltage and current sensor) and signal conditioning circuits are employed to measure the instantaneous voltage and current of the converter. The measured value is converted to discrete format using analog to digital converter (ADC). ADC operating in uniform sampling is considered in this study. To select an appropriate ADC for a specific application, ADC resolution $n_{\mathrm{ADC}}$ and conversion time of ADC $\Delta t_{\mathrm{ADC}}$ is considered.

The digital compensator takes the measured value as input and provides a control signal as output. The output of the digital compensator is provided to digital pulse width modulation (DPWM) unit which provides adequate gating pulse to the DC-DC converter. The resolution of DPWM should be much higher than ADC to avoid undesirable quantization effects such as limit cycle oscillation. Gate driver circuit provides the high current turn-on/ turn-off driving commands to the power switches (MOSFET or IGBT) by performing necessary voltage conversion operation. Gate driver circuit provides the necessary turn-on and turn-off command with a specific delay time $\Delta t_{\mathrm{g}}$. Modern ASIC based gate driver circuit has a typical delay time of 50 ns. With the advent of newer technology, additional safety, diagnosis, communication, and self-tuning features have been included in the system. Safety and diagnosis system are essential components in high-reliability applications such as server, data center, aircraft, spacecraft, and military applications. Communication link allows the system to communicate with systems of the outside world and it is also useful to receive as well as send information and command from outside world. Autotuning feature allows the digital compensator to reprogram the control law automatically when the need arises. Using digital control scheme, system identification and health monitoring of DC-DC converter can also be performed [3]. Digital controller design technique for different switched-mode power supply has been discussed in Ref. [4]. Digital control of synchronous buck converter has been illustrated in Ref. [5]. Direct-digital approach for digital controller of power converter has been discussed in Ref. [6]. Look-up-table (LUT) based DPWM scheme implementation for SoC implementation has been discussed in Ref. [7]. Multi sampled digitally controlled DC-DC converter has been discussed in Ref. [8], where ripple-elimination is carried out using multisampled approach. Voltage and current mode control of buck converter using FPGA has been discussed in Ref. [9]. Limit cycle oscillation reduction techniques has been proposed in Ref. [10]. PID controller using FPGA has been discussed in Ref. [11]. Programmable controller IC for DC-DC converter
in power factor correction application has been discussed in Ref. [12]. The digital controller can be implemented using different technologies such as:

- Microcontroller;
- Digital signal processor (DSPs);
- Field programmable gate array (FPGA) and complex programmable logic device (CPLD);
- Industrial computers (PXI and VXI bus system).

Comparative analysis of different computational platform has been studied in Ref. [13]. Among different computational platforms, FPGA is reconfigurable in nature, has a parallel computational structure and has a speed which is many a times higher than DSPs. FPGA provides fixed-point format and is treated as an ideal case of developing digital controller for switched-mode power converter. The word-length issue of other computational platform has been removed in FPGA as it has flexible precision arithmetic [14-16]. The difference between FPGA and ASIC has been studied in Ref. [17]. Comparative review of DSPs and FPGA based controller implementation for DC-DC converter has been studied in Ref. [18]. Apart from above platforms, FPGA based multi-processor system-on-chip (MPSoC) has been used for multithread processing in embedded control [19]. FPGA based controllers are widely used in power electronics and electrical machine drive applications [20, 21]. Digital controller for dynamic voltage scaling (DVS) processor enabled DC-DC converter [22]. A digital controller with four functionalities for DC-DC converter has been discussed in Ref. [23].

Despite the advantages of digital control techniques, there are some inherent limitations. Though the higher switching frequency of DC-DC converter reduces the size and rating of passive components, it also causes electromagnetic interference (EMI) problems. One of the main methods to limit the EMI is to use frequency-modulated pulse width modulation (PWM) scheme. The mathematical analysis of the spectrum of frequency-modulated PWM signal has been discussed in Ref. [24].

### 13.2 DIGITAL VOLTAGE MODE CONTROL OF DC-DC CONVERTER

Figure 13.2 provides the voltage mode digital control scheme of switching power converter. Switching power converter comprises of input DC supply, controlled switch, uncontrolled switch, passive filters ( $L$ and $C$ ) and load resistance. The switching power converter is considered a DC-DC converter.

In this study, DC-DC buck converter is considered as the switching power converter.


FIGURE 13.2 Voltage mode digital control scheme of switching power converter.

The output voltage across the load resistance of the DC-DC converter is $V_{\text {act }}(t)$. The output voltage is passed through ADC with sampling period $T_{\mathrm{s}}$ to generate a sampled output voltage $V_{\text {act }}\left(k T_{\mathrm{s}}\right)$. The resolution of ADC is represented as:

$$
\begin{equation*}
N_{a d c}=\operatorname{int}\left[\log _{2}\left(\frac{V_{\text {max_adc }}}{V_{\text {ref }}}\right)\right]\left(\frac{V_{o}}{\Delta V_{o}}\right) \tag{13.1}
\end{equation*}
$$

where; $V_{0}$ is the output voltage; and $\Delta V_{0}$ is the change in output voltage.
There is different type of ADC which can be classified according to resolution, speed, and noise immunity. Table 13.1 provides a comparative performance of ADC.

TABLE 13.1 Comparative Performance of ADC

| Design | Speed | Resolution | Noise Immunity |
| :--- | :--- | :--- | :--- |
| Successive approximation | Medium | $10-16$ bits | Poor |
| Integrating | Slow | $12-18$ bits | Good |
| Ramp/counting | Slow | $14-24$ bits | Good |
| Flash/parallel | Fast | $4-8$ bits | None |

The reference voltage $V_{\text {ref }}(t)$ is compared with the actual voltage $V_{\text {act }}(t)$ and a resultant error signal is generated $e\left(k T_{s}\right)$. The error signal is represented
in signed integer ( $N$ bits) data type. The error signal will assume the value of maximum error $\left(\frac{+2^{N}}{2}\right)$, when it is greater than desired maximum level. The error signal will assume the value of minimum error $\left(\frac{-2^{N}}{2}\right)$, when it is lower than desired minimum level. The error signal is passed through the digital compensator to produce the new value of controlled output $u\left(k T_{\mathrm{s}}\right)$. The controller output is supplied to DPWM which generates the essential PWM signal which drives the switch of the converter via a gate driver. A detailed analysis of the voltage mode digital control scheme is discussed in further sections.

### 13.3 DESIGN AND MODELING OF DC-DC BUCK CONVERTER

For voltage-mode digital control scheme of DC-DC buck converter, design, and modeling of the buck converter is essential. Figure 13.3 provides the circuit diagram of DC-DC buck converter where the input voltage is $V_{i}$, inductor $L$, parasitic resistance of inductor $r_{L}$, capacitor $C$, equivalent series resistance of capacitor $r_{c}$, controlled switch $S$ and diode $D$. The output voltage is $V_{0}$ and load resistance is $R_{L}$.


FIGURE 13.3 Circuit diagram of DC-DC buck converter.

The following assumptions have been considered during the design and modeling of DC-DC buck converter.

$$
\begin{equation*}
v_{o}(t)=V_{o}+V_{\text {ripple }}(t) \tag{13.2}
\end{equation*}
$$

In a well-designed converter, the voltage ripple $V_{\text {ripple }}$ is required to be less than $2 \%$ of the DC component under steady-state condition.

$$
\begin{equation*}
\left\|V_{\text {ripple }}(t)\right\|<V_{o} \tag{13.3}
\end{equation*}
$$

Using the approximation in Eqn. (13.3) in Eqn. (13.2), we get:

$$
\begin{equation*}
V_{O}(t) \approx V_{O} \tag{13.4}
\end{equation*}
$$

For steady-state operation of an inductor in a DC-DC converter, net inductor voltage in a switching period must be zero, i.e., $\left\langle V_{L}\right\rangle_{T}=0$

For steady-state operation of a capacitor in a DC-DC converter, net capacitor current in a switching period must be zero, i.e., $\left\langle i_{c}\right\rangle_{T}=0$

When switch is ON:

$$
\begin{equation*}
\Delta I_{L}=I_{L(\max )}-I_{L(\min )}=\frac{V_{i}-V_{O}}{L} D T_{S} \tag{13.5}
\end{equation*}
$$

When switch is OFF:

$$
\begin{equation*}
\Delta I_{L}=I_{L(\max )}-I_{L(\min )}=\frac{V_{o}}{L}(1-D) T_{s} \tag{13.6}
\end{equation*}
$$

The minimum value of inductor required to keep the DC-DC converter in continuous conduction mode (CCM) is given by:

$$
\begin{equation*}
L_{\min }=\frac{1-D}{2 f_{s}} R_{L} \tag{13.7}
\end{equation*}
$$

where; $f_{s}$ is the switching frequency of the converter.
The capacitor voltage ripple of the converter is given as:

$$
\begin{equation*}
\frac{\Delta V_{o}}{V_{o}}=\frac{1-D}{8 L C f_{s}^{2}} \tag{13.8}
\end{equation*}
$$

For small-signal modeling of the DC-DC buck converter, the state-space averaging method is applied considering the converter is operating in CCM. Considering inductor current and capacitor voltage as independent statevariables and duty ratio of the converter as averaging parameter, the statespace model of the converter is formulated. The transfer function of DC-DC buck converter considering all parasitic can be represented as:

$$
\begin{equation*}
G_{d v}(s)=\frac{V_{i}\left(C r_{c} s+1\right)}{s^{2} L C\left(\frac{r_{c}+R_{L}}{r_{L}+R_{L}}\right)+s\left(r_{c} C+C\left(\frac{r_{L} R_{L}}{r_{L}+R_{L}}\right)+\frac{L}{r_{L}+R_{L}}\right)+1} \tag{13.9}
\end{equation*}
$$

The generalized form of control to output voltage of DC-DC converter can be represented as:

$$
\begin{equation*}
G_{d v}(s)=G_{o}\left(\frac{1+\frac{s}{\omega_{z e s r}}}{1+\frac{s}{Q_{\omega_{o}}}+\left(\frac{s}{Q_{\omega_{o}}}\right)^{2}}\right) \tag{13.10}
\end{equation*}
$$

where; $\omega_{0}$ is the corner frequency of buck converter $\omega_{o}=\sqrt{\frac{R_{L}+r_{L}}{L C\left(R_{L}+r_{c}\right)}}, \mathrm{Q}$ is the quality factor $Q=\frac{1}{\omega_{o}\left(r_{c} C+\frac{L}{r_{L}+R_{L}}+\frac{R_{L} r_{L} C}{R_{L}+r_{L}}\right)}$, is DC gain $G_{o}=\frac{V_{o}}{D}, \omega_{\text {zest }}$ is the zero-frequency corresponding to equivalent series resistance $\omega_{z e s r}=\frac{1}{C r_{c}}$

Converting the continuous transfer function to discrete domain, the discrete domain transfer function can be represented as:

$$
\begin{equation*}
G_{d v, z}=\frac{b_{1} z^{-1}+b_{2} z^{-2}}{1+a_{1} z^{-1}+a_{2} z^{-2}} \tag{13.11}
\end{equation*}
$$

### 13.4 DIGITAL COMPENSATOR

Let us consider a non-interacting type PID controller represented as:

$$
\begin{equation*}
G_{c}(s)=K_{p}+\frac{K_{i}}{s}+K_{d} s \tag{13.12}
\end{equation*}
$$

The non-interacting type PID controller can be implemented using parallel form where three-gain terms can be tuned according to a specific design criterion. The analog form of PID controller can be implemented using operational amplifier circuits along with RC networks.

Discrete-time PID controller can be derived by discretizing the analog counter part of the PID controller. Backward Euler discretization method $\left(s=\frac{1-z^{-1}}{T}\right)$ is used to convert the analog form to discrete form PID controller. The discrete domain PID controller can be written as:

$$
\begin{equation*}
G_{c}(z)=K_{p}+\frac{K_{i}}{1-z^{-1}}+K_{d}\left(1-z^{-1}\right) \tag{13.13}
\end{equation*}
$$

The control output of discrete PID controller can be represented as:

$$
\begin{equation*}
u\left[k T_{s}\right]=K_{p} e\left[k T_{s}\right]+u_{i}[(k-1) T]+K_{i} e\left[k T_{s}\right]+K_{d}\left(e\left[k T_{s}\right]-e\left[(k-1) T_{s}\right]\right) \tag{13.14}
\end{equation*}
$$

The design constraint for digital PID controller is:

- Low overshoot;
- Less settling time;
- Better frequency response;
- Suitable setpoint regulation, load disturbance rejection and set-point tracking.


### 13.5 PULSE WIDTH MODULATION (PWM)

Pulse width modulation (PWM) effectively uses a rectangular pulse wave whose pulse width is modulated, which results in variation of average value of the waveform. Figure 13.4 shows the PWM signal.


FIGURE 13.4 Pulse width modulated signal.

Let us consider a pulse waveform $f(t)$ with period $T$, low value $y_{\text {min }}$ and a high value $y_{\text {max }}$ and a duty cycle $D$, the average value of waveform is:

$$
\begin{equation*}
\bar{y}=\frac{1}{T} \int_{0}^{T} f(t) d t \tag{13.15}
\end{equation*}
$$

As $f(t)$ is a pulse waveform, its value is $y_{\max }$ for $0<t<D T$ and $y_{\text {min }}$ for $D T$ $<t<T$

Eqn. (13.15) can be rewritten as:

$$
\begin{gather*}
\bar{y}=\frac{1}{T}\left(\int_{0}^{D T} y_{\max } d t+\int_{D T}^{T} y_{\min } d t\right)  \tag{13.16}\\
\bar{y}=\frac{1}{T}\left(D T y_{\max }+T(1-D) y_{\min }\right)  \tag{13.17}\\
\bar{y}=\left(D y_{\max }+(1-D) y_{\min }\right) \tag{13.18}
\end{gather*}
$$

For generation of PWM, two signals are required, i.e., original signal also called as modulating signal and carrier signal. The carrier signal can either be a triangle wave or sawtooth wave. The resulted pulse train from both the signals is called modulated signal. The modulated signal is obtained by comparing both the original signal and the carrier signal. Different classification of PWM scheme is provided in Figure 13.5.


FIGURE 13.5 Classification of pulse width modulated signal.

According to carrier wave, the PWM can be classified as either a singleedge PWM or double-edge PWM. The main difference between single-edge

PWM and double-edge PWM is the type of carrier wave. In single-edge PWM, sawtooth carrier wave is used whereas in double-edge PWM, triangular carrier wave is used. The single-edge PWM can be further classified as leading-edge or trailing-edge. Similarly, according to sampling, PWM can be uniformly sampled or naturally sampled. In naturally sampled PWM, the switching edges of PWM occurs at the same time with the sampling of input signal by the carrier signal. In uniformly sampled PWM (UPWM), the sampling of the input signal occurs at the top or at the bottom of the carrier instead of at the intersection of the input signal and the carrier signal [25].

In single-edge PWM, one of the transition edges is fixed either it is a leading-edge or a trailing-edge while the modulation occurs at the other edge, as the reference signal varies. Depending on the edge, the single-edge PWM is divided in to leading-edge PWM (Figure 13.6(a)) or trailing-edge PWM (Figure 13.6(b)). Double-edge PWM is shown in Figure 13.6(c).

(a)

(b)

(c)

FIGURE 13.6 (a) Leading-edge PWM; (b) trailing edge PWM; and (c) double edge PWM.

Figure 13.7(a) presents leading-edge UPWM and Figure 13.7(b) presents the trailing-edge UPWM. Figure 13.8 presents the naturally sampled PWM.

(a)

(b)

FIGURE 13.7 (a) Leading-edge uniformly sampled PWM; (b) trailing edge uniformly sampled PWM.


FIGURE 13.8 Naturally sampled PWM.

### 13.5.1 ANALOG IMPLEMENTATION OF PULSE WIDTH MODULATION (PWM)

PWM scheme can either be implemented using multiple operational amplifiers or a dedicated ASIC provides PWM signal of required specification. Figure 13.9 provides the operational amplifier-based implementation of PWM scheme.


FIGURE 13.9 Operational amplifier based PWM generation.

A review of different ASIC implementation of PWM technique has been provided in Ref. [26]. In 1976, Microsemi Co. developed a monolithic 16 pin DIP ASIC, SG1524 which contains all the control circuitry to regulate a switched-mode power system. After SG1524, different companies manufactured several PWM ICs such as UC1840 from ST Microelectronics, MC3520 from Motorola Inc. Texas Instruments developed UC1524 for PWM regulation and UC1846 to implement fixed frequency current mode control of a switched-mode converter. The primary objective of these ASIC is to reduce the number of components in the control unit. But the op-amp and ASIC based controllers have a significant sensitivity to parameter variation, ambient condition and are not programmable. Figure 13.10 provides a functional block diagram of the PWM generation scheme implemented in ASIC.


FIGURE 13.10 PWM scheme applied in ASIC.

### 13.6 DIGITAL PULSE WIDTH MODULATION (DPWM)

There is different type of classical DPWM architecture reported in literature [27]. Table 13.2 provides a comparative performance analysis of different classical DPWM architectures. ASIC and FPGA based implementation of DPWM architecture has been discussed in Ref. [28]. The time-domain analysis of sampling effects in DPWM of DC-DC converter has been discussed in Ref. [29] where relation between sampling delay, duty ratio and multisampling factor has been evaluated:

- Counter based DPWM:
o Presettable down counter and zero detector;
o Cycling counter and comparator;
o Free running synchronous counter and comparator with data input register.
- Tapped delay-line based DPWM:
o Open-loop delay lines;
o Closed-loop delay lines;
o Feed forward DPWM using open-loop delay lines;
o Delay matching network.
- Hybrid DPWM.
- Segmented delay-line DPWM:
o Binary weighted delay line DPWM.
- Heterogeneous DPWM.

TABLE 13.2 Comparative Analysis of Classical DPWM

| DPWM | Silicon Area | Power | Clock | Delay Element | Clock Freq. |
| :--- | :--- | :--- | :--- | :---: | :---: |
| Counter | Lowest | Highest | Yes | 0 | $2^{n_{c}} f_{s}$ |
| Tapped delay-line | Highest | Low | No | $2^{n}$ | $f s$ |
| Hybrid | Low | High | No | $2^{n_{n}}$ | $2^{n_{c}} f_{s}$ |
| Segmented | High | Lowest | No | $2^{n}$ | $f s$ |
| Heterogeneous | Low | Low | No | $2^{n_{c}} f_{s}$ | $2^{n_{c}} f_{s}$ |

where $n$ is the total number of delay command; and $n_{\mathrm{c}}$ is the number of bits resolved by counter.

The least significant bit (LSB) of DPWM determines the minimum change in the duty cycle. Thus the resolution of the DPWM is very critical in deciding the accuracy and the overall performance of the converter. Countercomparator and delay-line DPWM method are unsuitable for high resolution application as it requires higher clock frequency. Dithering and $\sum-\Delta$ PWM [30] improves the resolution but with an additional cost of AC ripple. Hybrid counter delay line operation provides a good trade-off between area, clock frequency and resolution. DPWM can either be of single-phase or multiphase [31] configuration (Figure 13.11).


FIGURE 13.11 Counter based DPWM.

### 13.7 SIMULATION RESULTS

To illustrate the functionality of digital controller in DC-DC converter, the study has considered a DC-DC buck converter. The design specification of the DC-DC buck converter is summarized in Table 13.3.

TABLE 13.3 Circuit Parameters of the Prototype Synchronous Buck Converter

| Parameter | Symbol | Nominal Value |
| :--- | :---: | :---: |
| Supply voltage | Vi | $12 \pm 10 \% \mathrm{~V} \mathrm{DC}$ |
| Filter inductance | $L$ | 2 mH |
| ESR of inductor | $R_{L}$ | $80 \mathrm{~m} \Omega$ |
| Filter capacitor | $C$ | $470 \mu \mathrm{~F}$ |
| ESR of capacitor | $r_{c}$ | $5 \mathrm{~m} \Omega$ |
| Maximum load resistance | $R_{\max }$ | $120 \Omega$ |
| Minimum load resistance | $R_{\min }$ | $12 \Omega$ |
| Switching frequency | $f_{s}$ | 30 kHz |
| Desired output voltage | $V_{\text {ref }}$ | $5 \pm 2 \% \mathrm{~V} \mathrm{DC}$ |
| Nominal load current | $I_{0}$ | 0.41 A |
| Output voltage ripple | $\Delta V_{0}$ | $25 \mathrm{mV}(\mathrm{P}-\mathrm{P})$ |
| Maximum ripple current through | $\Delta I_{L}$ | $20 \%$ of load current |
| inductor |  |  |

Substituting the above-mentioned values in Eqn. (13.9), the control to output voltage transfer function of synchronous buck converter is represented by:

$$
\begin{equation*}
G(s)=\frac{2.82 \times 10^{-5} s+12}{1.52 \times 10^{-8} s^{2}+4.585 \times 10^{-5} s+1} \tag{13.19}
\end{equation*}
$$

Figure 13.12 shows the controlled output voltage of DC-DC buck converter at $R_{\max }$. Figure 13.13 shows the variation of $V_{o}$ due to variation in $V_{\mathrm{i}}$ When the input voltage supplied by a rectifier unit is changed arbitrarily, then the corresponding inductor current also changes significantly.


FIGURE 13.12 Controlled output of DC-DC converter at $R_{\max }$.


FIGURE 13.13 Variation of $V_{\mathrm{o}}$ of DC-DC converter due to variation in $V_{\mathrm{i}}$.

### 13.7.1 EXPERIMENTAL VERIFICATION

For experimental verification of digital controller of DC-DC buck converter, laboratory prototype has been developed. The specification of components for buck converter has been summarized in Table 13.4. For implementation of digital controller module, Artix-7 series FPGA has been used. The resource utilization analysis of FPGA has been summarized in Table 13.5. Figure 13.14 presents the FPGA based implementation of digital control of buck converter. Figure 13.15 presents the experimental input-output of the digital controller of DC-DC buck converter.

TABLE 13.4 Specification of Components for Prototype Development

| Device | Part Number | Specification |
| :--- | :--- | :--- |
| MOSFET | IRLB8748 | $V_{d s s}=30 \mathrm{~V}, R_{D S(O N)}=4.8 \mathrm{~m} \Omega$ |
| MOSFET driver | IR2110 | High and low side driver |
| Controller | Artix-7 FPGA | - |
| DPWM bits | $10-$ bit | - |



FIGURE 13.14 Developed prototype for digitally controlled buck converter.


FIGURE 13.15 Experimental input-output waveform for digitally controlled buck converter.

TABLE 13.5 FPGA Resource Utilization Report

| Resource | Used | Available | Utilization (\%) |
| :--- | :---: | :---: | :---: |
| Slice LUTs | 1,562 | 20,800 | 7.51 |
| Slice registers | 1,459 | 41,600 | 3.51 |
| F7 Muxes | 116 | 16,300 | 0.71 |
| LUT as logic | 1,423 | 20,800 | 6.84 |
| LUT as memory | 139 | 9,600 | 1.45 |
| LUT flip flop pairs | 573 | 20,800 | 2.75 |
| Block RAM tile | 8 | 50 | 16.00 |
| DSP | 1 | 90 | 1.11 |
| Clocking (BUFGCTRL) | 3 | 32 | 9.38 |

### 13.8 CONCLUSION

This study provides a detailed analysis of digital voltage mode control of DC-DC buck converter. Different design aspects of digital controller and digital pulse with modulator scheme have been discussed. Design and mathematical model of buck converter has been derived. Digital PID controller
and DPWM have been modeled and closed-loop performance of digital control of DC-DC converter has been presented in this study. For experimental verification, FPGA based implementation of digital controller and DPWM has been presented.
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